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Motivation

● Automatic music composition
○ Describe piano music as a sequence of event tokens.

○ Representation for tabulature data are not yet be explored.

● Grooving
○ The best way to represent higher-level information for 

automatic composition is also unclear, especially for implicit 

information such as grooving.



Data acquisition

1. Compile our own guitar tab dataset with specific genre of 
fingerstyle

2. Data filtering
a. non-standard tuning

b. more than one guitar

c. low quality (wrong fingering and obvious annotation errors)



Backbone model

● Transformer-XL
○ Recurrence mechanism enable transformer model to 

capture relative mechanism for long-term dependency 

between each token.

○ Shows better result in previous music generation paper [1].

[1] Y.-S. Huang and Y.-H. Yang. Pop Music Transformer: Beat-based modeling and generation of expressive Pop piano 
compositions. In Proc. ACM International Conference on Multimedia, 2020.



Event representation



Grooving

1. Hard grooving
2. Soft grooving
3. Multi-resolution grooving



Evaluating the models

● Objective evaluation
○ On fingering

○ On grooving

● Subjective evaluation (user study)
○ On comparison with real tabs 



Objective evaluation (fingering)



Objective evaluation (grooving)



Subjective evaluation



Conclusions and future work

● New representation for tabulature data. 

● Series of evaluations supporting the effectiveness of a modern 

neural sequence mode for higher level music information 

integration.
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