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Overview

● Introduction: Audio Effect

● Chapter I:   Related Work 

● Chapter II:  HyperGRU for Neural AFx Modeling (Proposed Model)

● Chapter III: Future Work



● Formulation

● Why Audio Effect Modeling
○ Analog Emulation

■ condition: knob values
○ Spatial/Immersive Audio (Virtual Reality)

■ condition: coordinates
● Why Neural Network

○ Quality
○ Differentiability: diverse application
○ Generalizability

y = f(x, ct, cg)
x: input signal, M channel
y: output signal, N channel
cg: gloabl condition
ct: local condition



Overview- Audio Effect
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Audio Effects

Midi AudioInstrument

● Format: VSTi
● Application

○ Sampler
○ Sample library
○ Synthesizer
○ Wavetable
○ ...

AFx

● Format: VST
● Application

○ Equalizer (EQ)
○ Distortion
○ Reverberation
○ Compressor/Limiter
○ …

Audio

M Channel N Channel

y = f(x, ct, cg)
x: input signal, M channel
y: output signal, N channel
cg: gloabl condition
ct: local condition



Audio Effects

● Github: juandagilc/Audio-Effects
● Common audio effects list

○ EQ - Parametric EQ, Graphic EQ…
○ Dynamics - Compressor, Limiter, Expander, De-esser
○ Distortion - Overdrive pedal, Amp, Saturator
○ Reverb - Chamber, Hall, Room, Plate…
○ Delay - Spring delay, Tape delay, Ping-pong delay…
○ Modulation - Flanger, Chorus, Phaser
○ Spatial - Stereo imager, Mid/Side processor
○ Others - Noise reduction, Pitch-correction…

https://github.com/juandagilc/Audio-Effects


Related Work
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Chapter 1 - Related Work

● Audio Effect Modeling
○ Traditional DSP
○ Neural Networks
○ DDSP

● Condition in Neural Networks
○ Concatenation
○ FiLM
○ HyperNetworks 

● Intrinsic Problem of Neural Networks
○ Aliasing
○ Chaos



Chapter 1 - Related Work

● Audio Effect Modeling
○ Traditional DSP
○ Neural Networks
○ DDSP

● Condition in Neural Networks
○ Concatenation
○ FiLM
○ HyperNetworks 

● Intrinsic Problem of Neural Networks
○ Aliasing
○ Chaos



Traditional DSP

● Impulse Response (IR) 
● White-Box

○ Characteristic function
○ Circuit analysis

● Black-Box
○ Wiener-Hammerstein (WH) models

● Hybrid Method
○ Build a guitar amplifier

● Discussion

Ch1:Related Work/Audio Effect Modeling



Traditional DSP: Impulse Response

● Assumption: 
○ Linear Time-Invariant (LTI) System

● Application
○ Guitar cabinet
○ Room reverberation (RIR)
○ Head Related Transfer Functions (HRTF)

● Convolution
● Pros

○ Fast and simple
● Cons

○ Non-linear, time-variant, memory

Ch1:Related Work/Audio Effect Modeling



Traditional DSP: Characteristic Curve

● White-Box
● Signal Clipping
● Waveshaping

Ch1:Related Work/Audio Effect Modeling/White-Box



Traditional DSP: Circuit Analysis

● White-Box
● Nodal Analysis

○ Rewrite the schematic into equations
● pros: 

○ Accurate
○ User control

● cons: 
○ Slow and infeasible for large circuit 
○ Re-design everytime
○ Need to open up the hardware
○ not for all modules

Ch1:Related Work/Audio Effect Modeling/White-Box

(DAfx’06) DISCRETIZATION OF THE ’59 FENDER BASSMAN TONE STACK, David T. Yeh 

Example: Guitar Tone Stack



Traditional DSP: Circuit Analysis

● How Waves’ Modeling Captures Analog Magic in a 
Digital World from Waves’ Blog

○ “The first step in this kind of modeling is to open up the 
hardware...”

○ component by component
○ If there are too many components, simplification is 

necessary.
○ “write mathematical equations that quantify how the 

components perform” in MATLAB
○ “the modeling process takes months—in extreme cases 

even years—...”
● Expensive

Ch1:Related Work/Audio Effect Modeling/White-Box

(DAfx’06) DISCRETIZATION OF THE ’59 FENDER BASSMAN TONE STACK, David T. Yeh 

https://www.waves.com/how-waves-modeling-captures-analog-magic
https://www.waves.com/how-waves-modeling-captures-analog-magic


● Black-Box
● Wiener-Hammerstein (WH) model

○ Linear -> Non-linear -> Linear
● Loss Optimization

○ Levenberg–Marquardt method 
(gradient-based)

● Pros
○ avoid exhaustive anaylsis

● Cons
○ Configuration
○ Performance
○ No user control

Linear Transfer Fucntion

Traditional DSP: WH model

Ch1:Related Work/Audio Effect Modeling/Black-Box

(DAGA’18) Virtual Analog Modeling of Guitar Amplifiers with Wiener-Hammerstein Models, Felix Eichas 

Tanh



● Wiener-Hammerstein (WH) model
○ Linear -> Non-linear -> Linear
○ Gradient based optimization

● Similarity with Modern Neural Networks

Traditional DSP: WH model

Ch1:Related Work/Audio Effect Modeling/Black-Box

(AES’22) Efficient neural networks for real-time modeling of analog dynamic range compression, Christian J.

From micro-tcn v1 paper

WH Model

Micro-TCN Block

https://arxiv.org/pdf/2102.06200v1.pdf


Traditional DSP: Hybrid Method

Ch1:Related Work/Audio Effect Modeling

● How to build a guitar amplifier?

● Input Gains: Degree of distortion
● Tone Stack: Equalization
● Output Gain: Volume
● Cabinet



Traditional DSP: Hybrid Method

Ch1:Related Work/Audio Effect Modeling

● How to build a guitar amplifier?

Amplifier
HM Model, or

Characteristic Curve

Tone Stack
Circuit Analysis

Cabinet
Impulse Response

Signal 
Flow

Input Gain
Scalar

Output Gain
Scalar



● Other Methods
○ Voletrra Serires [1] (Adopted by Acustica Audio)
○ Wave Digital Filter (WDF) [2]

● Problems
○ Based on certian assumptions, lack of generalizability
○ Some methods are resource demanding and slow
○ Manual analysis and handcrafted features are usually required
○ Quality

Traditional DSP: Discussion

Ch1:Related Work/Audio Effect Modeling

[1] (JAES’18) Identification of volterra models of tube audio devices using multiple-variance method
[2] (Icassp’06) Wave digital simulation of a vacuumtube amplifier

https://www.acustica-audio.com/store


● Researcher
○ Marco A. Martinez Ramirez
○ Christian J. Steinmetz
○ Vesa Välimäki 

■ Professor@Aalto University
○ Alexander Richard 

■ Research Scientist@Meta Reality Labs

● Architectures
○ TCNs 
○ RNNs
○ Others

Neural Networks

Ch1:Related Work/Audio Effect Modeling



● Experience
○ PhD@QML
○ Intern@Adobe Research
○ Researcher@Sony

● Info
○ Website
○ Google Scholoar
○ Github

Researcher: Marco A. Martinez Ramirez

Ch1:Related Work/Audio Effect Modeling/Neural Networks

https://m-marco.com/
https://scholar.google.com.tw/citations?user=4kEODCAAAAAJ&hl=zh-TW&oi=sra
https://github.com/mchijmma


● (Dafx’18)       End-to-end Equalization with Convolutional Neural Networks
● (Icassp’19)    Modeling Nonlinear Audio Effects with End-to-end Deep Neural Networks
● (Dafx’19)       A General-Purpose Deep Learning Approach to Model Time-Varying Audio Effects
● (ApplSci’20)  Deep Learning for Black-Box Modeling of Audio Effects
● (Icassp’20)    Modeling Plate and Spring Reverberation Using A DSP-Informed Deep Neural Network

Researcher: Marco A. Martinez Ramirez

Ch1:Related Work/Audio Effect Modeling/Neural Networks

● (Icassp’21)    Differentiable Signal Processing With Black-Box Audio Effects
● (Icassp’22)    Automatic DJ Transitions with Differentiable Audio Effects and Generative Adversarial Networks
● (arXiv.2202)  Removing Distortion Effects in Music Using Deep Neural Networks

DSP-informed 
UNet

http://dafx2018.web.ua.pt/papers/DAFx2018_paper_27.pdf
https://arxiv.org/pdf/1810.06603.pdf
https://arxiv.org/pdf/1905.06148.pdf
https://www.mdpi.com/2076-3417/10/2/638
https://ieeexplore.ieee.org/document/9053093
https://arxiv.org/pdf/2105.04752.pdf
https://arxiv.org/pdf/2110.06525.pdf
https://arxiv.org/pdf/2202.01664.pdf


Researcher: Christian J. Steinmetz

Ch1:Related Work/Audio Effect Modeling/Neural Networks

● Experience
○ PhD@QML
○ Intern@Adobe Research

● Info
○ Website
○ Google Scholoar
○ Github

https://www.christiansteinmetz.com/
https://scholar.google.com.tw/citations?user=jSvSfIMAAAAJ&hl=zh-TW&oi=sra
https://github.com/csteinmetz1


● (arXiv.2010)    Randomized Overdrive Neural Networks
● (DMRN+15)    auraloss: Audio-Focused Loss Functions in PyTorch
● (Aes’21)          pyloudnorm: A Simple yet Flexible Loudness Meter in Python
● (Icassp’21)      Automatic Multitrack Mixing With A Differentiable Mixing Console Of Neural Audio Effects
● (NeurIPS’21)   Steerable Discovery of Neural Audio Effects   (ML4CD Workshop)
● (Aes’22)          Efficient Neural Networks for Real-Time Modeling of Analog Dynamic Range Compression
● (Icassp’22)      Direct Design of Biquad Filter Cascades with Deep Learning by Sampling Random Polynomials  

Researcher: Christian J. Steinmetz

Ch1:Related Work/Audio Effect Modeling/Neural Networks

TCN

Auto Mixing

https://arxiv.org/pdf/2010.04237.pdf
https://static1.squarespace.com/static/5554d97de4b0ee3b50a3ad52/t/5fb1e9031c7089551a30c2e4/1605495044128/DMRN15__auraloss__Audio_focused_loss_functions_in_PyTorch.pdf
https://www.eecs.qmul.ac.uk/~josh/documents/2021/21076.pdf
https://ieeexplore.ieee.org/abstract/document/9414364
https://arxiv.org/pdf/2112.02926.pdf
http://www.eecs.qmul.ac.uk/~josh/documents/2022/Steinmetz%20AES152.pdf
https://arxiv.org/pdf/2110.03691.pdf


Researcher: Vesa Välimäki

Ch1:Related Work/Audio Effect Modeling/Neural Networks

● Experience
○ Professor@Aalto University

● Info
○ Website
○ Google Scholoar (~12000 citations) 

● Industry
○ Several alumni working at Nueral DSP

http://users.spa.aalto.fi/vpv/
https://scholar.google.com/citations?user=QpB0aVIAAAAJ&hl=en
https://neuraldsp.com/


● (SMC’19)       Real-Time Modeling of Audio Distortion Circuits with Deep Learning
● (Icassp’19)     Deep Learning for Tube Amplifier Emulation
● (Dafx’19)        Real-Time Black-Box Modelling With Recurrent Neural Networks
● (ApplSci’20)   Real-Time Guitar Amplifier Emulation with Deep Learning
● (Icassp’20)     Perceptual Loss Function for Neural Modeling of Audio System
● (Dafx’20)        Neural Modelling of Periodically Modulated Time-Varying Effects
● (Dafx’21)        Exposure bias and state matching in recurrent neural network virtual analog models
● (Dafx’22)        Virtual Analog Modeling of Distortion Circuits Using Neural Ordinary Differential Equations 

Researcher: Vesa Välimäki

Ch1:Related Work/Audio Effect Modeling/Neural Networks

RNN

AFx

https://acris.aalto.fi/ws/portalfiles/portal/34352788/ELEC_Damskagg_Real_time_modeling_SMC2019.pdf
https://arxiv.org/pdf/1811.00334.pdf
http://dafx.de/paper-archive/2019/DAFx2019_paper_43.pdf
https://www.mdpi.com/2076-3417/10/3/766/htm?ref=https://githubhelp.com
https://arxiv.org/pdf/1911.08922.pdf
https://dafx2020.mdw.ac.at/proceedings/papers/DAFx2020_paper_49.pdf
https://dafx2020.mdw.ac.at/proceedings/papers/DAFx20in21_paper_12.pdf
https://arxiv.org/pdf/2205.01897.pdf


Researcher: Alexander Richard

Ch1:Related Work/Audio Effect Modeling/Neural Networks

● Experience
○ Research scientist@Meta Reality Labs

● Info
○ Website
○ Google Scholoar 

https://alexanderrichard.github.io/
https://scholar.google.de/citations?user=73DTbNAAAAAJ


Researcher: Alexander Richard

● (Icassp’21)     Implicit Hrtf Modeling Using Temporal Convolutional Networks
● (ICLR’21)       Neural Synthesis of Binaural Speech from Mono Audio
● (Icassp’22)     Deep Impulse Responses: Estimating and Parameterizing Filters with Deep Networks

Ch1:Related Work/Audio Effect Modeling/Neural Networks

Binaural

TCN

https://alexanderrichard.github.io/publications/pdf/richard_implicit_hrtf.pdf
https://openreview.net/pdf?id=uAX8q61EVRu
https://alexanderrichard.github.io/publications/pdf/richard_deep_impulse_responses.pdf


● Temporal Convolutional Networks 
○ An Empirical Evaluation of Generic Convolutional and Recurrent Networks for 

Sequence Modeling (arXiv.1803)
● TCN = 1D Causal Dilated Convolutions
● Family (with proper modification)

○ Wavenet 
○ TCN
○ Micro-TCN 

● Difference: 
○ Activation 
○ Residual design
○ Kernel design

Architectures: TCNs

Ch1:Related Work/Audio Effect Modeling/Neural Networks

https://arxiv.org/pdf/1803.01271.pdf
https://arxiv.org/pdf/1803.01271.pdf
https://arxiv.org/pdf/1811.00334.pdf
https://arxiv.org/pdf/2102.06200.pdf


Buffer Length

● Modification
○ Causality
○ Padding Policy

■ zeros
■ cached samples

Architectures: TCNs

Ch1:Related Work/Audio Effect Modeling/Neural Networks

X

Y

Receptive Field

Buffer Length

Padding Length

CNN



Architectures: RNNs

Ch1:Related Work/Audio Effect Modeling/Neural Networks

Vesa Välimäki

● (SMC’19)      Real-Time Modeling of Audio Distortion Circuits with Deep Learning
● (Icassp’19)    Deep Learning for Tube Amplifier Emulation

● (Dafx’19)       Real-Time Black-Box Modelling With Recurrent Neural Networks
● (ApplSci’20) Real-Time Guitar Amplifier Emulation with Deep Learning
● (Icassp’20)   Perceptual Loss Function for Neural Modeling of Audio System
● (Dafx’20)      Neural Modelling of Periodically Modulated Time-Varying Effects
● (Dafx’21)      Exposure bias and state matching in recurrent neural network virtual analog models

● (Dafx’22)      Virtual Analog Modeling of Distortion Circuits Using Neural Ordinary Differential Equations 

WaveNet

RNN

Neural ODE

https://acris.aalto.fi/ws/portalfiles/portal/34352788/ELEC_Damskagg_Real_time_modeling_SMC2019.pdf
https://arxiv.org/pdf/1811.00334.pdf
http://dafx.de/paper-archive/2019/DAFx2019_paper_43.pdf
https://www.mdpi.com/2076-3417/10/3/766/htm?ref=https://githubhelp.com
https://arxiv.org/pdf/1911.08922.pdf
https://dafx2020.mdw.ac.at/proceedings/papers/DAFx2020_paper_49.pdf
https://dafx2020.mdw.ac.at/proceedings/papers/DAFx20in21_paper_12.pdf
https://arxiv.org/pdf/2205.01897.pdf


● UNet
○ Marco A. Martinez Ramirez
○ SignalTrain

● Not Good :(

Architectures: Others

Ch1:Related Work/Audio Effect Modeling/Neural Networks

https://arxiv.org/abs/1905.11928


● Differentiable IIR
● Differentiable Circuit
● Others

DDSP

Ch1:Related Work/Audio Effect Modeling



DDSP: Differentiable IIR

Ch1:Related Work/Audio Effect Modeling/DDSP

● (Dafx’20)       Neural Parametric Equalizer Matching Using Differentiable Biquads
● (Dafx’20)       Differentiable IIR filters for machine learning applications
● (Dafx’20)       Optimization of cascaded parametric peak and shelving filters with backpropagation algorithm
● (Icassp’21)    Lightweight and interpretable neural modeling of an audio distortion effect using 

hyperconditioned differentiable biquads
● (Icassp’22)    Direct design of biquad filter cascades with deep learning by sampling random polynomials

https://dafx2020.mdw.ac.at/proceedings/papers/DAFx2020_paper_7.pdf
https://dafx2020.mdw.ac.at/proceedings/papers/DAFx2020_paper_52.pdf
https://dafx2020.mdw.ac.at/proceedings/papers/DAFx2020_paper_31.pdf
https://arxiv.org/pdf/2103.08709.pdf
https://arxiv.org/pdf/2103.08709.pdf
https://arxiv.org/pdf/2110.03691.pdf


DDSP: Differentiable Circuit

Ch1:Related Work/Audio Effect Modeling/DDSP

● (Dafx’20)      Differentiable White-Box Virtual Analog Modeling

https://dafx2020.mdw.ac.at/proceedings/papers/DAFx20in21_paper_39.pdf


DDSP: Others

Ch1:Related Work/Audio Effect Modeling/DDSP

● DTW (Dynamic Time Warping)
○ (Iclr’21) Neural Synthesis of Binaural Speech From Mono Audio

● Reverberation
○ (arXiv.2105) Differentiable Artificial Reverberation

https://openreview.net/pdf?id=uAX8q61EVRu
https://arxiv.org/pdf/2105.13940.pdf


Chapter 1 - Related Work

● Audio Effect Modeling
○ Traditional DSP
○ Neural Networks
○ DDSP

● Condition in Neural Networks
○ Concatenation
○ FiLM
○ HyperNetworks 

● Intrinsic Problem of Neural Networks
○ Aliasing
○ Chaos



● Simplest
● Most Common

Concatenation

Ch1:Related Work/Condition in Neural Networks

Input Condition

Model



FiLM

Ch1:Related Work/Condition in Neural Networks

● (AAAI’18)       FiLM: Visual Reasoning with a General Conditioning Layer
● (NeurIPS’19) Temporal FiLM: Capturing Long-Range Sequence Dependencies with Feature-Wise Modulations

https://arxiv.org/pdf/1709.07871.pdf
https://arxiv.org/pdf/1909.06628.pdf


FiLM: AFx

Ch1:Related Work/Condition in Neural Networks

● (Icassp’21)  Differentiable Mixing Console (DMC)
● (AES’22)     micro-TCN

https://arxiv.org/pdf/2010.10291.pdf
https://arxiv.org/pdf/2102.06200.pdf


HyperNetworks

Ch1:Related Work/Condition in Neural Networks

● (ICLR’17)   HyperNetworks

In this work, we consider an approach of using a small network (called a “hypernetwork") to generate the 
weights for a larger network (called a main network).

Static: Linear-CNN Dynamic: RNN-RNN

https://arxiv.org/pdf/1609.09106.pdf


HyperNetworks

Ch1:Related Work/Condition in Neural Networks

CNNLinear

condition input

output

CNNLinear

condition input

output

CNN

condition | input

output

Concatenation FiLM HyperNetwork

HyperNetwork

HyperNetwork

FiLM

Concatenation>

> : effectness of condition injection

: efficiency in computation, avoid DSP issues



HyperNetworks: AFx

Ch1:Related Work/Condition in Neural Networks

● (Icassp’21)     Implicit Hrtf Modeling Using Temporal Convolutional Networks
● (ICLR’21)       Neural Synthesis of Binaural Speech from Mono Audio

Model: HyperConv

https://alexanderrichard.github.io/publications/pdf/richard_implicit_hrtf.pdf
https://openreview.net/pdf?id=uAX8q61EVRu


HyperNetworks: AFx

Ch1:Related Work/Condition in Neural Networks

From Izotope

● (Icassp’21)  Lightweight and interpretable neural modeling of an audio distortion effect using hyperconditioned 
differentiable biquads

Architecture:
● HyperNet: MLP
● Main Net:  IIR

https://arxiv.org/pdf/2103.08709.pdf
https://arxiv.org/pdf/2103.08709.pdf


HyperNetworks: DSP

Ch1:Related Work/Condition in Neural Networks

From Adobe Research

● (WASPAA’21) Auto-DSP: Learning to Optimize Acoustic Echo Cancellers, Automatic Echo Cancellation
● (arXiv.2204)    Meta-AF: Meta-Learning for Adaptive Filters  

source: twitter

Architecture:
● HyperNet: RNN
● Main Net: Filters

Meta Learning: Learn new takss by 
self-supervision:

● system identification
● echo cancellation
● prediction
● dereveberation
● beamforming
● noise cancellation

https://arxiv.org/pdf/2110.04284.pdf
https://arxiv.org/pdf/2204.11942.pdf
https://twitter.com/CasebeerJonah/status/1519116249028046852


Chapter 1 - Related Work

● Audio Effect Modeling
○ Traditional DSP
○ Neural Networks
○ DDSP

● Condition in Neural Networks
○ Concatenation
○ FiLM
○ HyperNetworks 

● Intrinsic Problem of Neural Networks
○ Aliasing
○ Chaos

Ch1:Related Work/Intrinsic Problem of Neural Networks



Aliasing

Ch1:Related Work/Intrinsic Problem of Neural Networks

● Cause
○ Downsampling
○ Non-Linear function

● Solution
○ Oversampling + LPF
○ Anti-Aerivative

● Deep Learning

Image

Audio



Aliasing

● Cause 1: Dowsampling
○ Sampling theorem: Nyquist Frequency

● Cause 2: None-Linear Function

Ch1:Related Work/Intrinsic Problem of Neural Networks

source: Jatin Chowdhury. Github | Medium | Notebook

https://github.com/jatinchowdhury18/ADAA
https://jatinchowdhury18.medium.com/practical-considerations-for-antiderivative-anti-aliasing-d5847167f510
https://ccrma.stanford.edu/~jatin/Notebooks/adaa.html


Aliasing

● Solution 1: Oversampling + Low-Pass Filter (LPF)

Ch1:Related Work/Intrinsic Problem of Neural Networks

DownsamplingNon-LinearUpsampling LPFX Y



Aliasing

Ch1:Related Work/Intrinsic Problem of Neural Networks

● Solution 2: Anti-Derivative Anti-Aliasing (ADAA)

(Dafx’16) Reducing the Aliasing of Nonlinear Waveshaping Using Continuous-Time Convolution
(SPL’17)  Antiderivative Antialiasing for Memoryless Nonlinearities

http://dafx16.vutbr.cz/dafxpapers/20-DAFx-16_paper_41-PN.pdf
https://acris.aalto.fi/ws/portalfiles/portal/27135145Antiderivative%20Antialiasing%20for%20Memoryless%20Nonlinearities


Aliasing: Deep Learning

● Non-Linear Activation
● Oversampling

(ICML'19)      Making Convolutional Networks Shift-Invariant Again
(NeurIPS’21) Alias-Free Generative Adversarial Networks (StyleGAN3)

Ch1:Related Work/Intrinsic Problem of Neural Networks

Blur Kernel
Sinc Filter

Low-Pass Filter

https://arxiv.org/pdf/1904.11486.pdf
https://arxiv.org/pdf/2106.12423.pdf


Chaos

● (ICLR’17) A Recurrent Neural Network without Chaos

When the input is absent, the trajectory of RNN states is not predictable

Ch1:Related Work/Intrinsic Problem of Neural Networks

https://openreview.net/pdf?id=S1dIzvclg


HyperGRU for Neural AFx Modeling

Chapter II



HyperGRU for Neural AFx Modeling
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Chapter II



● Current Progress
○ Model
○ Dataset
○ Loss
○ Baselines
○ Experiments
○ Deployment

Chapter 2 - HyperGRU for Neural AFx Modeling

Ch2:HyperGRU for Neural AFx Modeling

● Future Work
○ Advanced Model Design
○ Benchmark
○ Discussion

● The Palette
○ Tone Creation
○ Discussion



● Current Progress
○ Model
○ Dataset
○ Loss
○ Baselines
○ Experiments
○ Deployment

Chapter 2 - HyperGRU for Neural AFx Modeling

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

● Future Work
○ Advanced Model Design
○ Benchmark
○ Discussion

● The Palette
○ Tone Creation
○ Discussion



Model

● HyperNetwork
○ Main Net

■ Linear
■ GRU Cell
■ FIR Filter: Latency Recognition

○ Hyper Net: MLP

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

GRU

FIR

Linear

M
LP

Downsampling

Upsampling

x

y

c



Dataset

● Dataset
○ training:   6.5 min
○ valiation:  1.5 min

● AFx
○ Analog

■ Amp Distortion (mono-mono)
■ Sound Image Modifier (stereo-stereo)
■ Saturator (mono-mono)

○ Digital
■ phaser/flanger

● Sampling Rate
○ 48x2
○ 96x2

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

Hardware

Combinations = N x M x K x ….

N

M

K



Loss

● Goal 
○ Waveforms are identical
○ phase is considered

● STFT (Multi-Scale) Complex Spectrogram
○ similiar with ICASSP’21 paper from meta

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

https://alexanderrichard.github.io/publications/pdf/richard_implicit_hrtf.pdf


Baselines

● Model
○ WaveNet [1, 2, 3]              [Concatenation]
○ RNN [3]                             [Concatenation]
○ micro-TCN [4]                    [FiLM]
○ hyper-conditioned IIR [5]   [HyperNetworks]
○ hyperGRU (proposed)     [HyperNetworks]

● Loss
○ Temporal domain losses [1, 2, 3, 4]
○ STFT-magnitude [6]
○ Hybrid [4]
○ STFT-complex (proposed) [7]

Ch2:HyperGRU for Neural AFx Modeling/Current Progress



Baselines

[1] (SMC’19)    Real-Time Modeling of Audio Distortion Circuits with Deep Learning

[2] (Icassp’19)  Deep Learning for Tube Amplifier Emulation

[3] (Dafx’19)     Real-Time Black-Box Modelling With Recurrent Neural Networks

[4] (Aes’22)       Efficient Neural Networks for Real-Time Modeling of Analog Dynamic Range Compression

[5] (Icassp’21)   Lightweight and interpretable neural modeling of an audio distortion effect using hyperconditioned 
differentiable biquads

[6] (ICLR’20)    DDSP

[7] (ICLR’21)      Neural Synthesis of Binaural Speech from Mono Audio

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

https://acris.aalto.fi/ws/portalfiles/portal/34352788/ELEC_Damskagg_Real_time_modeling_SMC2019.pdf
https://arxiv.org/pdf/1811.00334.pdf
http://dafx.de/paper-archive/2019/DAFx2019_paper_43.pdf
http://www.eecs.qmul.ac.uk/~josh/documents/2022/Steinmetz%20AES152.pdf
https://arxiv.org/pdf/2103.08709.pdf
https://arxiv.org/pdf/2103.08709.pdf
https://openreview.net/pdf?id=uAX8q61EVRu


Experiments

● Oberservation 1: RNN > TCN
○ Quality
○ Model size
○ Efficiency (on CPU, Eigen C++)

Source. Run on Eigen C++

Source. Run on Libtorch

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

http://dafx.de/paper-archive/2019/DAFx2019_paper_43.pdf
http://www.eecs.qmul.ac.uk/~josh/documents/2022/Steinmetz%20AES152.pdf


Experiments

● Oberservation 1: RNN > TCN
● The Efficiency largely depends on the platform and C++ framework

○ To achieve similar quality:
○ parameters amount: TCN >> RNN
○ speed on GPU:  TCN > RNN
○ speed on CPU: (different framework)

■ libtorch      TCN > RNN
■ Eigen         TCN < RNN

● In deployment, we care quality, model size and speed on CPU
○ RNN > TCN

Ch2:HyperGRU for Neural AFx Modeling/Current Progress



Experiments

● Oberservation 1: RNN > TCN
○ On our dataset

Ch2:HyperGRU for Neural AFx Modeling/Current Progress



Experiments

● Oberservation 2: HyperGRU > Concatenation GRU
○ Quality

Ch2:HyperGRU for Neural AFx Modeling/Current Progress



Experiments

● Oberservation 2: HyperGRU > Concatenation GRU
○ Efficiency

GRULinear

condition input

output

HyperNetwork

GRU

condition | input

output

Concatenation

Fixed
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Experiments: DC Bias

● Reason
○ silence (zero) input
○ Concatenation GRU
○ Condition is non-zero

● Cold Start Issue
○ The steady hidden state of RNN is variable
○ Pop sound when open the plugin

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

GRU

condition | input

output

-1

1

0

DC Offset

zeronon-zero

hi
dd

en



Experiments: DC Bias

● (ICLR’21)       Neural Synthesis of Binaural Speech from Mono Audio

● Model Design
○ HyperNetworks
○ Model Bias = False

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

https://openreview.net/pdf?id=uAX8q61EVRu


Experiments: Aliasing

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

Even self reconstruction has this problem: tanh, sigmoid



Experiments: Aliasing

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

● Solution: Oversampling
● (Interspeech’20) Real Time Speech Enhancement in the Waveform Domain

https://arxiv.org/pdf/2006.12847.pdf


Experiments: Training

● Truncated BPTT
○ Buffer by buffer

● Passing Hidden State Across Buffer
○ faster convergence
○ higher quality

Ch2:HyperGRU for Neural AFx Modeling/Current Progress
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Policy of hidden state:
● Zero or random Initialization
● Pass



Deployment

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

● C++ Framework
○ JUCE
○ Eigen C++

● HyperNetwork Update Policy
○ No chagne in condition: fixed
○ Changed

■ interpolation

● RTF = 0.2 - 0.3 (stereo) on CPU

GRULinear

input

output

condition



Deployment

Ch2:HyperGRU for Neural AFx Modeling/Current Progress

● Difficulty in Dataset Construction
○ Combinations

● Hybrid Method

Amplifier
HyperGRU

Tone Stack
Circuit Analysis

Cabinet
Impulse Response

Signal 
Flow

Input Gain
Scalar

Output Gain
Scalar



● Current Progress
○ Model
○ Dataset
○ Loss
○ Baselines
○ Experiments
○ Deployment

Chapter 2 - HyperGRU for Neural AFx Modeling

● The Palette
○ Tone Creation
○ Discussion

Ch2:HyperGRU for Neural AFx Modeling/The Palette

● Future Work
○ Advanced Model Design
○ Benchmark
○ Discussion



Tone Creation

Ch2:HyperGRU for Neural AFx Modeling/The Palette

● Tone Creation / Fushion
● Crate an embedding for tones

GRULinear

coordinate input

output



Tone Creation

Ch2:HyperGRU for Neural AFx Modeling/The Palette

● Inspired by these works
○ (arXiv.2010)    Randomized Overdrive Neural Networks
○ (NeurIPS’21)   Steerable Discovery of Neural Audio Effects   (ML4CD Workshop)

Training Inference

zeron vector arbitrary value

https://arxiv.org/pdf/2010.04237.pdf
https://arxiv.org/pdf/2112.02926.pdf


Tone Creation

Ch2:HyperGRU for Neural AFx Modeling/The Palette



Discussion

Ch2:HyperGRU for Neural AFx Modeling/The Palette

● VAE-like embedding might not be necessary
○ no distrubution?
○ 2D plane

■ interpolation
■ extrapolation

● Tone Creation
○ more tones
○ embedding projection
○ GAN

GRULinear

coordinate 
or

embedding

input

output



● Current Progress
○ Model
○ Dataset
○ Loss
○ Baselines
○ Experiments
○ Deployment

Chapter 2 - HyperGRU for Neural AFx Modeling

Ch2:HyperGRU for Neural AFx Modeling/Future Work

● Future Work
○ Advanced Model Design
○ Benchmark
○ Discussion

● The Palette
○ Tone Creation
○ Discussion



Advanced Model Design

● DC Bias
○ post-silence
○ runtime

● Aliasing

-1

1

0

Fixed
Unsolved

Unsolved

Runtime DC Bias Colorization Aliasing

input: sine wave@1k
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Advanced Model Design

● Possible Reason:
○ (ICLR’17) A Recurrent Neural Network without Chaos

● Solution?
○ RNN-Decay

Source:
(NeurIPS’19) Latent ODEs for Irregularly-Sampled Time Series

Ch2:HyperGRU for Neural AFx Modeling/Future Work

https://openreview.net/pdf?id=S1dIzvclg
https://proceedings.neurips.cc/paper/2019/file/42a6845a557bef704ad8ac9cb4461d43-Paper.pdf


Advanced Model Design

● RNN-Decay
○ (NeurIPS’19) Latent ODEs for Irregularly-Sampled Time Series

GRULinear

input

output

condition

Detector
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https://proceedings.neurips.cc/paper/2019/file/42a6845a557bef704ad8ac9cb4461d43-Paper.pdf


Advanced Model Design

● Transient Modeling
○ (ISMIR’19) Deep Unsupervised Drum Transcription
○ Onset-enhanced loss

Ch2:HyperGRU for Neural AFx Modeling/Future Work

https://arxiv.org/abs/1906.03697


Benchmark

● Dataset
● {TCN, RNN, IIR} x {Concatenation, FiLM, HyperNework}
● Integrated with DDSP components
● Losses

Ch2:HyperGRU for Neural AFx Modeling/Future Work



Discussion

● Sampling Rate Agnostic
○ Input of HyperNet is sampling rate

● HyperNet: 
○ MLP/CNN/RNN?
○ Doppler Effect?
○ Few/zero shot learning?
○ ADAA?

● Chapter 4: Future Work

Ch2:HyperGRU for Neural AFx Modeling/Future Work



Future Work
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Chapter III



Chapter 3 - Future Work

● Technology
○ Intelligent Music Production
○ Digitization
○ Sound Field Reconstruction

Ch4:Future Work/Technology

● Future of Creation



Intelligent Music Production

Near Future

● Channel Strip
● AI Guitar Tone

Vision

● AI Mixing/Mastering/Creation
○ Similiar Concept in Computer Vision: Differentiable Rendering (arxiv.2006)

Ch4:Future Work/Technology/Intelligent Music Production

https://arxiv.org/pdf/2006.12057.pdf


Channel Strip

● Coloring
○ product: The Cat
○ product: The Palette
○ product: British Kolorizer

● EQ 
○ prototype: maag
○ prototype: Flickenger

● Dynamic
○ None  (research required)

Ch4:Future Work/Technology/Intelligent Music Production

● AI Channel Strip
○ every part is differentiable

https://www.master-tones.com/product/the-cat/
https://www.master-tones.com/product/the-palette/
https://www.master-tones.com/product/british-kolorizer/


AI Guitar Tone

● Pedal
○ prototype: DS1
○ prototype: Digital Phaser/Flanger

● Amplifier
○ product: British Kolorizer
○ prototype: 5150

● Cabinet
○ IR

Ch4:Future Work/Technology/Intelligent Music Production

● AI Guitar Tone
○ every part is differentiable
○ amp/pedal palette

https://www.master-tones.com/product/british-kolorizer/


Digitization

Key: Sampling Rate Agnostic / Runtime Sampling

● Implicit Neural Represenation
● Continuous Domain Deep Learning

Ch4:Future Work/Technology/Digitization



Implicit Neural Represenation

● (NeurIPS’20) SIREN: Implicit Neural Representations with Periodic Activation Functions
● (ECCV’20)     NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis
● (CVPR’21)     Learning Continuous Image Representation with Local Implicit Image Function

Ch4:Future Work/Technology/Digitization

Original:                                  Image[x, y] = [R, G, B]

Implicit Neural Reprentation:  Image(x, y) = [R, G, B]

https://arxiv.org/pdf/2006.09661.pdf
https://www.matthewtancik.com/nerf
https://yinboc.github.io/liif/
https://yinboc.github.io/liif/
https://yinboc.github.io/liif/


Implicit Neural Represenation

● Computer Vision: Applications
○ Super Resolution
○ Novel View Synthesis

● Audio?
○ Sound Field Reconstruction

Ch4:Future Work/Technology/Digitization



Continuous Domain Deep Learning

● CNN
○ (ICLR’22) CKConv: Continuous Kernel Convolution For Sequential Data

● RNN / Neural ODE
○ Uneven sampled time series: ΔT 
○ (Dafx’22)  Virtual Analog Modeling of Distortion Circuits Using Neural Ordinary Differential Equations
○ …

Ch4:Future Work/Technology/Digitization

https://arxiv.org/pdf/2102.02611.pdf
https://arxiv.org/pdf/2205.01897.pdf


Sound Field Reconstruction

● Zhenyu Tang
○ (Interspeech’21) IR-GAN: Room impulse response generator for far-field speech recognition
○ (IEEE VR’21)      Learning Acoustic Scattering Fields for Dynamic Interactive Sound Propagation
○ (arXiv.2204)        GWA: A Large High-Quality Acoustic Dataset for Audio Processing

Ch4:Future Work/Technology/Digitization

source: 3D-FRONT Dataset

https://scholar.google.com/citations?user=gPGVGTkAAAAJ&hl=en
https://www.isca-speech.org/archive/pdfs/interspeech_2021/ratnarajah21_interspeech.pdf
https://arxiv.org/pdf/2010.04865.pdf
https://arxiv.org/pdf/2204.01787.pdf
https://tianchi.aliyun.com/specials/promotion/alibaba-3d-scene-dataset


Sound Field Reconstruction

(arXiv.2202) Deep Impulse Responses: Estimating and Parameterizing Filters with Deep Networks
(arXiv.2204) Learning Neural Acoustic Fields

Ch4:Future Work/Technology/Digitization

https://arxiv.org/pdf/2202.03416.pdf
https://arxiv.org/pdf/2204.00628.pdf


Sound Field Reconstruction

● Given a 3D object (indoor scene), recreate the sound field
○ reverb plugin

■ best in the industry: altiverb
○ wayverb

● What if the 3D model is also generated by AI
○ (CVPR’21) House-GAN++: Generative Adversarial Layout Refinement Networks

Ch4:Future Work/Technology/Digitization

https://www.audioease.com/altiverb/
https://reuk.github.io/wayverb/
https://openaccess.thecvf.com/content/CVPR2021/papers/Nauata_House-GAN_Generative_Adversarial_Layout_Refinement_Network_towards_Intelligent_Computational_Agent_CVPR_2021_paper.pdf
https://ennauata.github.io/houseganpp/page.html


Future of Creation

● Observation
○ From 2D to 3D
○ From Digital to Analog
○ High Quality
○ Focus on “Concepts”
○ Immersive Experience

■ Dolby ATMOS
■ Ambisonic

○ Knowing, then can creation

Ch4:Future Work/Technology/Future of Creation

https://www.blender.org/

https://www.blender.org/


Future of Creation

● POC
○ Virtual room
○ Genre
○ Sound field
○ Music

■ AFx
■ materials

○ Interactive web

Ch4:Future Work/Technology/Future of Creation

https://twitter.com/jsdc_tw?lang=zh-Hant
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