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Research Experience

@ > 1K cites (9 papers, 1 Journal)
O > 1K stars (from 8 repositories) ID: wayne391
5 Yrs Working Exp, 7 Yrs in Music Research
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Master Thesis: Automatic Symbolic Music Generation Based on Convolutional GANs. (2018),
Adviser: Dr. Yi-Hsuan Yang.


https://affige.github.io/

Work Overview

7-min Research Introduction



My Music Research Overview

e | have a comprehensive experience with the entire Music Research pipeline.
e | have strong knowledge of modern music production industry.

e | have cross-domain (score, text and audio) modeling experience.

e In what following, | will prove my skill by publications and github repos

. Domain | Performance Synthesis ' Domain

Audio | Q4
Score Midi Track Audio
= Y= Audio < I

Symbolization Transcription Source
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mmmmm) Flow of Music Generative Process
(@ Flow of Music Information Retrieval Process




My Music Research Overview

<: Flow of Music Information Retrieval Process

I( Symbolic
Domain |

\
I

(ISMIR22, 2nd author) Transcription of Polyphonic Electric Guitar Music [2]
(Eusipco'2l, 3rd author) Beat and Downbeat Tracking Enhanced with Source Separation [1]

Symbolization [1] Transcription [2]

(beat, structure)

Score | &=

Midi |<:

Track
Audio

| -

Separation [3]

(MMSP20, 2nd author) Blind Violin/Piano Source Separation with Mixing-specific Data Augmentation [3]

o MidiToolkit [1]

e SF Segmenter [I] (52 stars)

(227 stars) - Popular and Fundamental Tool for MIDI Processing

- Conversion between absolute & symbolic timing

- Structure Analysis with Structural Feature


https://arxiv.org/abs/2202.09907
https://arxiv.org/abs/2106.08703.
https://arxiv.org/abs/2008.02480.
https://github.com/YatingMusic/miditoolkit
https://github.com/wayne391/sf_segmenter

My Music Research Overview

mmmmm) Flow of Music Generative Process
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Performance [1]

Score
Text

| R

Midi |:>

Synthesis [2]

Mixing / Mastering [3]

Track
Audio

| =

—— o ——

(ISMIR'24, 2nd author) MusiConGen - Text-to-Music Audio Generation with Chord and BPM Control [1.2 3]

(DAFX'24, 2nd author) Hyper RNN for AFx Modeling m [3]

(ISMIR'22, co-1st author) DDSP-based Singing Vocoders - Differentiable DSP Singing Vocoder [2]

(AAAI'21, 1st author)

(ISMIR'21, 3nd author) Guitar Tabs by Transformers and Groove Modeling [1 2]

(AAAI18, co-1st author) Musegan - Symbolic Music Generation m [1]

Compound word transformer - Symbolic Music Generation for piano [1 2]


https://arxiv.org/html/2407.15060v1
https://arxiv.org/pdf/2408.04829
https://arxiv.org/abs/2208.04756
https://arxiv.org/abs/2101.02402
https://arxiv.org/pdf/2008.01431
https://arxiv.org/abs/1709.06298
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Yating Music - Song Creation Platform



https://www.youtube.com/watch?v=nWTuZIRU80A
https://studio.yating.tw/music/song-creation

Production - Backend

Inhouse Mixing Backend, Based on JUCE C++ Plugin Host

eeeeee e OpenSource:
...... o ReaRender (94 stars)
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2 . . composing
Multi-track Mixing

Data Augmentation
C++ -> High Performance

Audio Output


https://github.com/YatingMusic/ReaRender

Dataset Building Skillset:

- Web Crawling, Data Cleaning
- Musicology

Highlights of My Inhouse Collection:

1. Data from Guitar Gaming Community 2. Lead Sheet from theorytab (108 stars)
- Aligned audio and tab i -
- Finger position ! o - - s
- Chord label o 2H
i TE | | |
- Over 1K songs L il | el |
- Multi-track guitar ! v IV villv 1|V villv 1|V viiv I [V v
- Tab Generation i E B cfm7ama7 E B cém7 ama7 E B cim?7 E B cm7

- Transcription

- Over 30k songs
- Our backbone dataset of text2music model
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T I s D~ P B B - Description
Mo O T @ T [ [ el
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- Chord Progression
- High Quality after Curation (TODO)

-> Excellent Resources for any task!

__________________________________________________

P>l ) 515/955 - AMinorBlues Scale + LIVEGAGED C... > (i

Hot Funkadelic Groove | Funky Guitar Jam Track (A Minor 78 BPM)



https://github.com/wayne391/lead-sheet-dataset?tab=readme-ov-file

Dataset Building

e Pipeline from my work - MusicConGen (ISMIR'24)

Paraphrase Auto-Tagging

Title

Essentia [2]

Chatgpt [1] Description

Audio ( e
(Backing Track) » L Description b, Source Separation
( Wavef \ Chord Recognition
aveform

Chord BTC [4]

Harmony

Chord

) l Transformer[5]
Skillset: . . [ Vocal } [ Other
- Knowing the Best practice
; - . Madmom [6]
O'F MUS'C Englneerlng > 30K songs in-house Actually

Bar/Beat
i Madmom [7]
‘f‘.g‘f-‘ff?’ (Pytorch)

Beat/Downbeat Tracking



https://arxiv.org/pdf/2407.15060v1

Side Projects

Audio Effect Emulation with Al
& Make EQ/Distortion Plugin with JUCE

e TorchlLite Demo (5 stars)

e Similar Product:

o Neural DSP, Positive Grid, ...

My 3D Modeling Artwork :D

(DAFX'24, 2nd author)

Hyper RNN for AFx Modeling

Skillset:
- Train DSP-inspired NN Models
- Deploy with C++ (Libtorch + Eigen)

TS-808 Pedal Real-time Emulation

Midi Input Audio Input

deepcore

Choose Mode[

/Users/wayne391/Docume
nts/Projects/audio_effect/deepcore/torch/distortion.pt

deepcore

Output Gain

e

TBESHEMER I [ 22536960
I\J

Thanez.

Audio Output



https://github.com/wayne391/torch-juce-demo
https://neuraldsp.com/
https://www.positivegrid.com/
https://arxiv.org/pdf/2408.04829
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Visibility

Build Open-source Ecosystem of
Our Company

Yating Music, Taiwan Al Labs

A research team working on Music Al technology at the

AR 86 followers @ Taipei, Taiwan @ https://ailabs.tw

Popular repositories

remi Public

"Pop Music Transformer: Beat-based Modeling and Generation of
Expressive Pop Piano Compositions", ACM Multimedia 2020

Python Y¥540 % 84

Wen-Yi Hsiao ~# 3IARY
ailabs
1£ ailabs.tw B FE4ithiit BB IBERE
Machine Learning £
H 158
i10 358
12 : SRR B
Musegan: Multi-track sequential generative adversarial networks for symbolic music 658 2018
generation and accompaniment
HW Dong, WY Hsiao, LC Yang, YH Yang
Proceedings of the AAAI Conference on Artificial Intelligence 32 (1)
Compound word transformer: Learning to compose full-song music over dynamic directed 167 2021
hypergraphs .

WY Hsiao, JY Liu, YC Yeh, YH Yang
Proceedings of the AAAI Conference on Atrtificial Intelligence 35 (1), 178-186

compound-word-transformer Public

Official implementation of compound word transformer (AAAI'21)
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ddsp-singing-vocoders Public

Official implementation of SawSing (ISMIR'22)

Python Y¥249 %35

MuseMorphose Public

PyTorch implementation of MuseMorphose (published at IEEE/ACM
TASLP), a Transformer-based model for music style transfer.

D Python ¥ 170 % 32

miditoolkit Public

https://pypi.org/project/miditoolkit/

Python Yv227 % 35

ReaRender Public

A python toolkit for automatic audio/MIDI rendering using REAPER

® Python ﬁ? 94 ?‘xv 16

B R BT %
BIfETE
B9 R R

Product Promotion -

Campus Workshop @NYCU



https://www.slideshare.net/ssusered0430/20230927aimusicnctupdf#3

Audio To Symbolic Domain

Music Information Retrieval (MIR)



Audio to Symbolic Domain

What is the Symbolic Domain in Music?

Human understand music with notations and the
conceptualized informations:.:

e BPM
e Meter
e Lead Sheet
o Key
o Chord
o Melody
e Arrangement
e Structure
e MIDI
e Sheet Music
o  Staff and Tablature
e Genre

e Description (Autotagging)
What are the Models to extract theses infos?

Why?

1. For GenAl: Understand then can control
2. Recommendation System

3. Human readable format (Transcription)

Step 1
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https://arxiv.org/pdf/2407.15060v1

Audio to Symbolic Domain - Example I

e MusicConGen (ISMIR'24) - Data preprocessing Pipeline

( Title ) Paraphrase Auto-Tagging
AL : : Chatgpt [1] Essentia [2] Description
udio L
(Backing Track) » N Description y Source Separation
0 Wavef \ Chord Recognition
aveform

Chord BTC [4]

All o€ my fracks are

Dm available fo download C h
ord
Dm Links are in the description l H armony
Bn | C | Dm | C Transformer|[5]
Dm | C | Bo | C Subscribe on Bandcamp Cor
instant downloads o€ any new
New backing tracks every Mon, Wed and Fri! fp’:‘fxg{zﬂﬁﬁ:ﬁ:z VOCG I Oi‘her
Madmom [6]
> 30K songs in-house Actuadlly Bar/Beat

Madmom [7]

: We finetuned the model using a dataset of ~250 hours

backing track music sourced from YouTube, comprising
# 5K songs across five genres: Rock, Funk, Jazz, Blues, and
Metal, with 1K songs per genre. After preprocessing (see
: Section 4.2), the training data contained 80,871 clips.

(Pytorch)
i Beat/Downbeat Tracking

Therefore, we have the pair (Non-VYocal Audio, Text, Chord, Beat/Downbeat) as the training data


https://arxiv.org/pdf/2407.15060v1

Audio to Symbolic Domain - Example I

References: Sample File:
[11 ChatGPT API _
Sa bl Sitel s
. "sample_rate": 48000,
[2] MTG/QSSQHfIO "file_extension": "wav",
"description': "",
[3] facebookresearch/demucs e
uration": 30.0,
| = hpmis= 123
[4] IGV(]996/_BTC-ISMIR]9 "genre": "Rock, Gothic Metal, Death Metal, Doom
Metal, Goth Rock, Melodic Death Metal, Progressive
. ‘L ‘LII
[5] Tsung-Ping/Harmony-Transformer-v2 Tt
"name": "",
[6] CPJKU/madmom HOSEUIETE |
rums",
A celectricguitar:
[7] ben-hayes/beat-tracking-tcn "bass"

Sguitars,;
"synthesizer",
"voice",
""keyboard"
] ’
"moods": "epic, dark, melodic, heavy, energetic,
sad",
"path": "./_4mH2HwWVF-0/13/no_vocal.wav"



https://platform.openai.com/docs/api-reference/chat
https://github.com/MTG/essentia
https://github.com/facebookresearch/demucs
https://github.com/jayg996/BTC-ISMIR19
https://github.com/Tsung-Ping/Harmony-Transformer-v2
https://github.com/CPJKU/madmom
https://github.com/ben-hayes/beat-tracking-tcn

Audio to Symbolic Domain - Example II

1. Goal: {Piano MIDI, Lead Sheet} x {Transcription, Generation}

a. Compound Word Transformer (AAAI'21) [1]
b. REMI (ACMM MM20) [2]

MidiToolkit [6]

Data Processing Pipeline Madmom [7] Skyline [8]

N
Audio MIDI MIDI
[ (Piano Music) } » [ (Abs. Timing) } ’ [(Symb. Timing)} ’ [ Melpdy
J

Onsets&Frames [3] ¢ h
Chord

a}ﬁf%ﬁ; ByteDance [4] (with pedal) b
Ry MT3 [5] Chord Recog. [9] (MIDI Domain)



https://arxiv.org/pdf/2101.02402
https://github.com/YatingMusic/remi

Audio to Symbolic Domain - Example II

Explain: Timing Symbolization with Miditoolkit [6] and Madmom [7]

Seconds
— = = =—— == T = _= After Piano Transcription
Beats Symbolization (Beat Tracking)
122 >
73083220027 [Uss22028T [ o200 Tlatal [ 10l [, 3, TLo 0020002000025 BPM
1101
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min | min min, / min min min - min min/ min min min imaJ/ min | minmin, /D#hin/C# majmaj| MIDI DomClIn Chord ReCOgnIflon
€7
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MIDI Chord Recognition Toolkit: Choder (91 starts)
developed by me and our former intern


https://github.com/joshuachang2311/chorder

Audio to Symbolic Domain - Example II

References:

[1] YatingMusic/compound-word-transformer

[2] YatingMusic/remi

[3] jongwook/onsets-and-frames

[4] bytedance/piano_transcription

[5] magenta/mt3

[6] YatingMusic/miditoolkit

[7] CPJKU/madmom

[8] MIDI-BERT/tree/CP/melody_extraction/skyline
[9] joshuachang2311/chorder



https://github.com/YatingMusic/compound-word-transformer
https://github.com/YatingMusic/remi
https://github.com/jongwook/onsets-and-frames
https://github.com/bytedance/piano_transcription
https://github.com/magenta/mt3
https://github.com/YatingMusic/miditoolkit
https://github.com/CPJKU/madmom
https://github.com/wazenmai/MIDI-BERT/tree/CP/melody_extraction/skyline
https://github.com/joshuachang2311/chorder

Audio to Symbolic Domain - Example III

Goal: Lead Sheet Generation

® SheetSage on 20K in-house curated pop song
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mﬂ: Score .—» § ?
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Chord is the key to our all service
e Chord to Vocal Melody
e Chord + Melody to Piano MIDI

e Chord + Text to Music

“Chord” can make individually
generated tracks sound harmonic

e Sheetsage Problem
o Extremely Slow

m Jukebox Pretrained Feats


https://arxiv.org/pdf/2212.01884

Audio to Symbolic Domain - Example IV

Transcription - Transcribe Audio into MIDI

1. Onset and Frames (Onf)
(by Curtis Hawthorne, ISMIR17)

2. Sequence-to-Sequence Piano Transcription with Transformers

(by Curtis Hawthorne, ISMIR'21)

3. MT3: Multi-Task Multitrack Music Transcription
(by Josh Gardner, ICLR22)

E nc- Dec Autoregressive MIDI-like Output Tokens
Spectrogram . Sampling
Encoding 11nni <time 73.1> <vel 61> <pitch 60> <time 73.3>
Segmenied <vel 82> <pitch 64> <time 73.5> <vel 0> <pitch 60>
Waveform I”I”“

[T TT i

I Frame Loss |

OnF

| Frame Predictions | | Onset Loss |
—4

| FC Sigmoid | l Onset Predictions J
s .}

I BiLSTM | I FC Sigmoid |
| 3 S— )

| FCSigmoid | | BILSTM |
4

I Conv Stack | I Conv Stack |

\ /

I Log Mel-Spectrogram |

A /Yy




Audio to Symbolic Domain - Example IV

Inspired by (1), (2) and (3)
We proposed a Novel Guitar Transcription Model (iIcASsP29)

Onset Onset Activation
Conv+LSTM | Conv+LSTM  Conv+LsTM | | Event Loss

| I 3
I \ I — e e e
| |
| I —
| I
Stack Stack Stack
1 § A A A I ! — - _ |
| I - — — —
E2
| |
I I (Encoder output)
| | Model Onset F1  Frame F1
| I
| |
I |
| |
| |

Onset and Frame (OAF) [14] 0.591 0.583
0.543 0.523
CE-only Transformer [17] 0.554 0.524
0.568 0.537
0.598 0.579
Proposed multi-loss Transformer 0.604 0.573
0.613 0.582

Transformer i Transformer
Encoder I Decoder

I 1]
Mel-spectrogram 1] <S°S’
-l

OAF Enc-Dec



https://ss12f32v.github.io/Guitar-Transcription/

Audio to Symbolic Domain - Example IV

by musician

Given a Tab
Sight Reading Performance
m w/ aspecial pickup

Post-processing
Human Curation

.. and a new Guitar Dataset - EGDB * | ph7 DI fimput s A
DI (Direct Input) Z
Clean Signal
@]
@]
@]

Colored Singal

Rendered by JUCE

m w/ different tones

e We have (tab, DI, color) pairs
o

Audio of individual string



https://drive.google.com/drive/folders/1h9DrB4dk4QstgjNaHh7lL7IMeKdYw82_

Audio to Symbolic Domain - Example IV

Current Plan on Guitar, a Larger Dataset

docs.google.com/spreadsheets/d/.../edit ;;;Y\

"Master of Puppets" Metallica - Lead

Rocksmith+
BERY : 548K - 1 FH

T2 Riff Repeater

Available Worldwide! not only have we lived to see moar muse in
rb, but there's officially Metallica in Rocksmith. Albeit in a...

8 1 \
=) |\
s}
t4t — )
& |
8 o T
4 Lat =66

| + Our Vision: !
. » - Aligned audio and tab i

' . | | -Tab, not only MIDI (Position & Fingering)

- Chord label

=1 ' - Over 1K songs

= ' - Multi-track guitar

- Transcription i



Audio to Symbolic Domain - Example V

Structure = Boundary + Section Labeling
e MSAF Toolkit, by Oriol Nieto, ISMIR"16

e Unsupervised Music Structure Annotation w/ Structure Features (SF)

o Joan Serra, AAAI'6, IEEE MM'17 _' e v sy 1 e
® SF Segmenter (by me, 52 stars), works on MIDI & Audio

60 80 100 120 140 160
HMM state histograms, 5/10

(b) ’ z
0 recurrence pIOt < 2'0 ‘IO 6‘0 " DO 1;0 NU 1(‘30
5 E o d histelust(mf, 0.01:001:1.2) gvo $(0.59,0.035,0 69), info(1.39,1.03,1.402)
» AT R AR
2 L |||-|||| EEEERER
100 B [ |
4 | =[I |
(d)
6
200
histseg(wolf, genhyp, 0.01:0,005:1 2, [eta 0,01, gro wp2 IIWDI)) regions(0.096,0.052,0,93), info(0,82,1.60,0 43)
i —
@) h_-
. !. .Q . & | -_- -ﬂ
' 14 Il L = -
12 A ®)
400 - .. .D . 20 40 60 8 100 120 140 160
14 4 annotation
0 100 200 300 400 0 2 4 6 8 10 12 14 ® . .:-:|
.


https://github.com/urinieto/msaf
https://github.com/wayne391/sf_segmenter

Audio to Symbolic Domain - Example VI

e LLark (from spotify)

Raw Audio X pudio
a Embeddings
.
‘ m Audio Plujuuﬁuu_,:- s
: Encoder || ineq)
I (frozen) | |
| mm|
Language Instruction X, Text
Embeddings
What are the key and |_mn|
tempo of this song? o
Describe the provided o —
audio in detail. am
o)

How does this composition show typical
of the Baroque era?

Language
Model
(Pretrained
and
fine-tuned)

Response R

This song is in the key of F minor. The
tempo is 121.6 beats per minute (BPM).

As | listen to the music clip, | hear a string quartet playing in a
lively and energetic manner. The piece begins with the violin
playing a rapid and virtuosic melody in the higher registers. The
notes played include F6, A#6, C7, and F5, creating an engaging
and spirited opening theme. [...] The interplay between the violin,
cello, and viola creates a rich and dynamic sound. [...]

This composition is representative of the Baroque era in several
ways. First, the use of counterpoint, a hallmark of Baroque music,
is evident in the interplay between the violin and cello. [...]
Second, the harmonic structure of the piece, with its use of major
and minor chords, reflects the tonal system that was prevalent
during the Baroque period. Finally, the fast tempo and the
intricate, ornamented melodic lines are typical of the energetic

and highly expressive music of the Baroque era.

MERT

Acoustic |((Ve@) (V)
Teacher

Q)| ((care) Musical
eacher

" s
Acoustic
MLM
D
Audio Waveform

\ /
i ion (2|2 ()] ) e— - =
m 7 7

1D Convolution
Feature Extractor

Transformer
Encoder

Masked Audio
Features

- o

Figure 1: Illustration of the MERT Pre-training Framework.

e Not enough resources (especially GPU) in my current company : (
® But.. Rethinking the necessity?
® If there are enough resources, | can do scaling with my expertise : )



Audio to Symbolic Domain
Quick Review of My MIR Tech Stack

BPM

e Meter
Lead Sheet

o Chord

o Melody
e Arrangement
e Structure
e MIDI
) S:ee;:::l:nd Tablature
°

Genre
e Description

Baseline of All - Essentia from MTG, an old but fast universal Auto-Tagging model



https://github.com/MTG/essentia

Symbolic To Audio Domain

Generative Al Music



Symbolic to Audio to Domain - Example I

Goal: Generate Piano MIDI (Symbolic Domain Generation)
a. Compound Word Transformer (AAAI'21) [1] | DEMO

b. REMI (ACM MM'20) [2]

MIDI Note = Pitch + Duration + Velocity
MIDI Meta Events: BPM, Time Signature, ...

Positional o~ We,1 Wtk
Encoding T Linear |«
t * i}
Linear '
. h ||
concatenation :
P
e . Transformer
I t 1 . Causal self-attention layers |
Wi—1,1 Wi—1,K e

___________________________________

o o
| HEEHEE 1
Time (7'=15)

(a) REMI representation
JUE000
_ _[0oeoe
N
-
71 0ooooo
8. EE00nn
S85 bEbEEW

Time (T = 6) Time (T = 6)
(b) Tokens grouped (c) Compound words


https://arxiv.org/pdf/2101.02402
https://ailabs.tw/human-interaction/compound-word-transformer-generate-pop-piano-music-of-full-song-length/
https://github.com/YatingMusic/remi

Symbolic to Audio to Domain - Example I

Conditional Generation, with decoder only (GPT-like) transformer
e Condition: Lead Sheet (L)

e Generation: Piano MIDI (P) - can be generalized to multi-track

e T5 Prefix-LM Mechanism

Train Phase

Infer Phase

Bar O Bar 1

LS P LS P

gla| - |7 Blla| . |7

S e S S S e e S S S S B e S e S S B B

T Next-Token . ) o
T Generation I Il

SO3




Symbolic to Audio to Domain - Example I

Design Principle

O

O

O

Token Length (Tokenization)

m Length Compression
Memory Complexity of Transformers
m O(N?), N is seq len
m Transformer-XL

m Linear Transformer

Sampling Policy

m beam-search

m Top-k, w/ temp

m Top-p

Residual codebooks

8 B

Music Gen

CP Transformer

#words (T')
ko Repre; mean (= std) max
. REMI | 6,432 (£ 1,689) 10,240
Conditional CP 3,142 (& 821) 5,120
Unconditiona]  REMI | 4873 (£ 1311) 7,680
CP 2,053 (& 580) 3,584

Tokenization

(Audio/Midi)

Flattening Pattern

000 DopNEDoD |
300 DooNDBEDD o
b (oo e ]lo (e (o] - Lo ]MM[< ][]
3 OoonoooE oon

Residual codebooks

S§  S.. San3 S4n2 S4n-1 S4n

Sequence steps

o OEOGE |
N oonooE
» HELEEE
3 oonooE

AR-

Transformers

Parallel Pattern

o

8 B 85 8 S5 Fg B, %y 8

Sequence steps

» Sampling




Symbolic to Audio to Domain - Example II

Singing Voice Synthesis = FastSpeech2 (modified) + Singing Vocoder

Original FastSpeech?2

: 4 :
Mel-spectrogram|fWaveform|;
Decoder Decoder J:

T

Positional
Encoding

[ Variance Adaptor ]
L2

[ Encoder ]
y

Positional @_6
Encoding

[ Phoneme Embedding ]

Phoneme

(a) FastSpeech 2

A

A

r69<—l ( ~\
[ ... Predictor ] Linear Layer
E Energy 4 f
9 ¢ Pitch
§ : 2 Conv1D + ReLU
[ Pitch Predictor ] z
@%' LN + Dropout
@ uration
[Duration Predictor] c lDf =
onv + Re
| —*

(b) Variance adaptor

4 % J

©
Duration/pitch/energy
predictor

Modified FastSpeech?2 for Singing
. Given: Duration/Pitch/Velocity(Energe)

A
Singing (De—
Mel-spectrogram| Vocoder Trredioe]
Decoder | fas (Energy S
- lf— '['Errergﬁnd-em:.]_
Encoding Ea 'Pitch r
Variance Adaptor T‘ﬁmbEJ_
3 T
Encoder @ uration
A —
Positional ura
Encoding A
Phoneme Embedding
'y
Phoneme
(a) FastSpeech 2 (b) Variance adaptor




Symbolic to Audio to Domain - Example II

S - Ground Truth Hifi-GAN
DDSP Singing Vocoder (ISMIR22) =25
T
e DEMO =24 e e e e
>
NN-based Vocoder: slow g L2
. . Y10
e No source signal input: 2
D 0.5
o glitch in long utterance =
0.0
----------------------------------
Mellg‘z:tture Target;Audio g

— FO0 i
‘ Harmonic asicend AR .
B ) Signal i Reconstruction |
i ] ' ' i Loss f

Encoder }-—»1 Decoder F_* Haaw | st A g
L . ) , s £
Synthesized g

‘ . —>
Filtere Audio =
—> Hnoiae:  — Brad T ; s
wv

Noise

Fundamental Frequency Amplitude Harmonic Distribution



https://ddspvocoder.github.io/ismir-demo/

Symbolic to Audio to Domain - Example III

Neural Audio Effect Modeling
(My 110 pages Survey)

M Channel N Channel
Midi | = [ Instrument ] = | Audio | = [ AFx ] = | Audio
. e Format: VSTi e Format: VST
e Application i e Application
o Sampler ; o Equalizer (EQ)
o Sample library ' o Distortion
o  Synthesizer o Reverberation
o Wavetable o Compressor/Limiter
O @]

X: input signal, M channel

y: output signal, N channel _

c,: gloabl condition y = f(x, Co Cg)
c,: local condition


https://docs.google.com/presentation/d/1xjpCD9qytxIyE_IgVYjBIt0UnceHlJIgJGs0ndvPHYY/edit?usp=sharing

Symbolic to Audio to Domain - Example III
Neural Audio Effect Modeling - DAFX24 Oral |

® Improve Quality and Solve DC Bias Issue

[ Concat ] < [ FiLM [1] ] < [ HyperNetwork] (a0)8 R
1 1 o) . FiLM-TCN
i OUtDUt i E Hyper-GCN
| | output E 02-
. : 0.0 4 . : - e
output ! : T 5000 0 5000 10000
J > ! samples
T i i (b)  Relationship between DC offset and condition
: | MLP RNN s
1 [}
£
(o}
0]
at

RNN | |
| Linear RNN ! T 0.0-
| i condition -051; : : . : : :
I : T E input -3 2 -1 0 1 2 3

I n condition value
gondition | input | condition _
' input

[1] Efficient neural networks for real-time modeling of analog dynamic range compression (AES'22)


https://arxiv.org/pdf/2408.04829

Symbolic to Audio to Domain - Example IV

Text2Music with Temporal Controllation - MusicConGen (ISMIR'24)
- Fine-tune MusicGen (w/ melody) to control tempo & chord

Stereo Delay Pattern Stereo Partial Delay Pattern
kyglojfoffo]lo]lo]lolf.@[ts - kygp| o o |l o - to | ta [| - || tha || tna
& k4 T 0 0 0 0 0 0 - tn_s & k4 L 0 0 0 - tg t3 tn_4 tn_a
S - S -
v~§ kg |0 ths || thes ~§ k;g |0 |fo . bt || || ths|l the
= =
S t o | ke S ksp | 0] o . ot (e |
3 3
S tha || ta S kgr|o - t || ||t ts
= B/
@ &
é’ é kyp | © - t, ||t || ta || t5
ki r . Lttt
Lttt ]|t kl_L - L[t (|t |l

51 B By % By B [y Bpl § 1 B % N %5 % %, S

Sequence steps Sequence steps


https://arxiv.org/pdf/2407.15060v1

Symbolic to Audio to Domain - Example IV

utput

é finetune
eeeeee
® cond. gate control E E E E E E
@ frame-wise addition Output Proj. .
f
[ self-attention block #N J
= 000000 | onoEoo
. [
[ self-attention block #2 ] self-attention layer #4 °
e |
(%ﬂ ‘ self-attention layer #3
¢ |
self-attention block #1 Sombyesns
) LJuLuu\DDDDDD&
T A T S —— T
[ ’’’’ OOO000 5 O0O0000e-000000cw= ®
7y & : T e ® ® ® ® ® ®
e | | Beosd] Ry Audio token Embedding W T T O T‘:I O xew
[ ! [
.~ - Eg88E8 -
llllllllll Chromagram Devinbeat b
1; rned audio toke

(a) MusiConGen model structure (b) self-attention block

MusicGen [1] =

(@)

(©)

RVQ [2] +
Flash-Attn [3]

MusicConGen =

(@)

(@)

Module Reuse

Fine-tuning

Fine-tune on

(@)

(@)

Single RTX3090
Inhouse Data



e DEMO
|
Reference F:maj7 E:7 A:min = F:maj7 E:7 A:min c:7 F:maj7 E:7 A:min D:min7 G:7 C:maj7
Chords
|
F:maj7 E:7 A:min c F:maj7 E:7 A:min C:7 | F A:min D:min G G:7
Generated Cc:7 F:maj7 |E:7 D:min7 D:min7
; D:min G:7
Sample's D:min7 (=
C:maj7
Chards ' . 'b"b'v"b ‘o.b‘blb’\‘b B A Q;")‘ A \’»"bi”;l ”Jlb-“elb- b‘%"\kbl%v sy \b‘Qk > i“)lu'% %Iulﬁrv’«‘%'%'% %'q'q‘q ‘”p'%"» D-I’L'vi”: ")l’::lj’\lb %'%'gl'\ ’b‘b
Y @S 2 S0 60 RS W62, PR LG 52 A I A IR A A AN SOV TR T TN IR SIS 4 A AN AR AN AR A AP A AR A RS
QTOTAIATATATAT AR N O 570" 67 O A 7% OOy NV R AN N 0N (070 N N KN W R D D D A A AN Y VAV AV D D AN AN 0 0 0 A0 A0 N AN AN R VY
A laid-back blues shuffle with a o . . : - . ’ A heavy metal onslaught with double
. A smooth acid jazz track with a laid- A classic rock n' roll tune with catchy A high—energy funk tune with slap . vy 9 . .
relaxed tempo, warm guitar tones, : R - { = i g : = kick drum madness, aggressive guitar
back groove, silky electric piano, and guitar riffs, driving drums, and a bass, rhythmic guitar riffs, and a tight 5 2
. and a comfortable groove, perfect for o ) ) L. . riffs, and an unrelenting bass,
description X K a cool bass, providing a modern take  pulsating bass line, reminiscent of the  horn section, guaranteed to get you . -
a slow dance or a night in. . S : - embodying the spirit of metal.
< 3 on jazz. Instruments: electric piano, golden era of rock. Instruments: grooving. Instruments: bass, guitar, X 5
Instruments: electric guitar, bass, X . Instruments: electric guitar, bass
bass, drums. electric guitar, bass, drums. trumpet, saxophone, drums. S
drums. guitar, drums.
gg;"p'e » 0:00/0:30 = 4) » 0:00/0:30 « 4) 3 » 0:00/0:30 ~ 4) » 0:00/0:30 = o) » 0:00/0:30 = ) :

[1] Simple and Controllable Music Generation (Neurips'23)
[2] High-Fidelity Audio Compression with Improved RVQGAN (Neurips'23)
[3] FlashAttention



https://musicongen.github.io/musicongen_demo/
https://github.com/Dao-AILab/flash-attention

Thank you



My Paper Reading Notes



LIM & EM

Large Language Model (LLM) and
Foundation Model (FM)



LIM & FM - Definition

e What is Language Model (LM)?
Pl s, . . wyn) = p(wr)p(we|wy)p(ws|wy, wa)...p(wy|wy, w2, .., w,—1)

n
= [T pwilwor, i)
i=1

(1)

e What is Large Language Model (LLM)?
o It's LM trained on large corpus with large amount of parameters (Billion/Trillion).
o  ChaptGPT, LLama

e What is Foundation Model (FM)?
It's a broader concept including LLMs

Multimodal datq, including images, audio, video, and text.
In a Paradigm like {Petrained, Fine-Tuning}

GPT, CLIP, CLAP, BERT

(@)
(@)
(@)
(@)



LLM & M - Examples

Three families:

e BERT-like (Transformer Encoder)
e GPT-like (Transformer Decoder)
e CLIP-like (Contrastive Learning)

Two Topics:
e How to Fine-Tuning?
e Hallucination




BERT-like

Training Goals e Difficulties for other domain
o Masked Language Modeling (MLM). o  Transformers work on discrete tokens
o Next Sentence Prediction (NSP). o How to discretize continuous feats?
Applications m Spectrogram, Imagem ...

o Feats for Downstream task

Training of BERT Training of BERT

. Approach 2: Next Sentence Prediction
voratisary.size Predicting the

« Approach 1: A measked word yes [CLS]: the position that outputs

1« 1 t T 1 T r t 1 1 classification results
Mg skad L VI Linear Binary [SEP]: the boundary of two sentences

Classifier Classifier Approaches 1 and 2 are used at the same time.

1

t 1 1 r
Mk [MASK] # 41 [CLS) R P RE K




BERT-like

e Backbone Model - Transformer Encoder
o No causal mask
m Bidirectional

m Non-autoregressive model

Input [CLS] ’ my dog is ‘ cute ’ [SEP] he ‘ likes H play ’ ##ing ‘ [SEP]

Token

Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay EMing E[SEP]
+ + + + + + = =+ + + =+

Segment

Embeddings EA EA EA EA EA EA EB EB EB EB EB
=+ + -+ =+ =+ + =+ =+ =+ o= =+

Position

Embeddings E0 El Ez E3 E4 ES E6 E7 E8 E9 E10




BE RT - like Acoustic Unit D;scovery System

(e.g., K-means on MFCC)

e Difficulties for other domain AI o] el L] Lol La] e
o Transformers work on discrete tokens | HIUBERT Transformer |
o How to discretize continuous feats? | ,i | msk]  [mski lMLKi | ,l || ,l |
m Spectrogram, Image, .. | e T T | |
: |
e Examples on Audio .-
O Wav2Vec, HU%RT, _Best RQ. | A R | I I N
o How to discretize audio waveform? 897 139 23 4981 2750 6079  index| UL

m Hubert: K-means Clustering T T T { codebook J
X j | ASR Encoder DDD[] DD

m Best RQ: Vector Quantizer

_ . - Projection

Masking ﬁ

random init, frozen



https://arxiv.org/pdf/2106.07447
https://arxiv.org/pdf/2202.01855

BERT-like

e Discretization and Quantization

o VQVAE (for image)

Space

Embedding

z(x)€) VL

Z,(x)
CNN
z,(x) ~ q(zlx)
u
~
Encoder
L = log p(z|24(2)) + [Isglze(z)] — el|3 + Bl|ze(z) — sgle]ll3, 3)

where sg stands for the stopgradient operator that is defined as identity at forward computation time
and has zero partial derivatives, thus effectively constraining its operand to be a non-updated constant.
The decoder optimises the first loss term only, the encoder optimises the first and the last loss terms,
and the embeddings are optimised by the middle loss term. We found the resulting algorithm to be



BERT-like

e Improved Version - RVYQ
o SoundStream (from google)
o Encodec (from Meta)

______________________________________________

X I
---------------------------------- !
J
® ' b ’
:12'413'31l o 59— 71’2133I e 67— 91652 ... |84 Quantized Tokens
- m o i stage8 | 9 /16/52) - 84
- 8 jo) — O [t “are o — .8 ?
= = N % g a = :
— w— stage2 7112138 - 67
" T  stegel 1243)8 - |59

residual 1l —  residual 2— residual 7




GPT-like

Training Goals

®

Next Token Prediction

Backbone Model:

O

®

©

Transformer Decoder
Training

m Causal Masked
Inference

m Auto-regressive
m  Sampling

Applications

0]

O

“LMs are Few-Shot Learners”

Prompt Interaction

The three settings we explore for in-context learning

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task description

cheese => prompt

One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French:

task description

sea otter => loutre de mer example
cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French:
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

task description

Traditional fine-tuning (not used for GPT-3)

Fine-tuning

The model is trained via repeated gradient updates using
large corpus of example tasks.

sea otter => loutre de mer examg
peppermint => menthe poivrée examp
plush giraffe => girafe peluche examg
cheese => promp



CLIP-like

CLAP: Image x Text

(1) Contrastive pre-training

Pepper the
aussie pup

Text
Encoder

Image
Encoder

(2) Create dataset classifier from label text

—

Text

a {object

T, | T, | T3 Tn
—> b LTy | Ty | I T3 LTy P
(3) Use for zero-shot prediction
—» 12 Iz'T] 12'T2 Iz'T3 12'TN
> 13 I3'T1 I3'T2 I3'T3 I3'TN Image
Encoder
—_— IN IN‘T] IN'TZ IN'T3 IN'TN

A photo of o

Encoder

Y Y Y Y
T, T, T3 T
I'Ty | T, (s I, Ty
Y
A photo of

a 109 .




(LIP-like

CLAP: Audio x Audio

Audio Waveforms Text Data

T < 10-sec T > 10-sec
Labels

Sentences
v
match

Keyword-to-Sentence i
Augmentation Audio X* —>»{ Audio Encoder —>» Embeding E¢
v

v - m“ﬂ,' P ‘ Ho 4 Sentences {C C } Xt Xt E'tL Et
3 10-sec 10-sec 1--Cm XX gt Text Encoder 1B vvsBig}
Classes Prompt Texts Embedings

Zero-shot Audio Classification

ajdwesumop

Mel-FilterBank | T |
| Text Encoder Supervised Audio Classification
Conv2D Conv2D + Attention Feature Fusion .
i 2 a . o Class Prob.
| Audio X* —>» Audio Encoder |—> |Projection Layers Vector (1.C)
t pt gt ¢ X
Et BY E} ... Bt
L. )
Ef | 1 A
Finetune

2 a
Eg 1

Audio Encoder | ——————> | ga .
3




Zero-shot

(J o
H OW to Plne _-t“nln The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French
e Supervised Fine-Tuning (SFT) L
o Use small and clean high quality data
o Freeze part of trainable models, small learning rate
One-shot
O Cons: Grqdienf Updqfe required In addition to the task description, the model sees a single

example of the task. No gradient updates are performed.

o o o Translate English to French: task descriptio
e Reinforcement Learning with Human Feedback (RLHF) B
o Similar to SFT, different rewarding policy Shisaes =
o Cons: human annotation -> resource-intensive
Few-shot
. . In addition to the task description, the model sees a few
* Prompf Englneerlng examples of the task. No gradient updates are performed.
o Zero-shot, One-shot, Few-shot
Translate English to French: task descriptio
o Pros: no Gradient update sea otter => loutre de mer
peppermint => menthe poivree
plush girafe => girafe peluche

cheese => prompt



How to Fine-tuning

Adapter Layers (LLaMA-Adapte)

REGULAR TRANSFORMER BLOCK

3

Fully connected layers

H

—

Itihead self-attention

Fully connected layer

LayerNorm

LayerNorm

—~

Skip
connection

Skip
connection

TRANSFORMER BLOCK WITH ADAPTERS

|
Itihead self-attention

Fully connected layer

==
|

Adapter

LayerNorm

Fully connected layers

Adapter

i

)

k LayerNorm
|

Skip

connection

/
o

ADAPTER LAYERS

ully connected layer

Nonlinear activation

|

||

Fully connected layer
k i _/




How to Fine-tuning

e LoRA

Weight update in regular finetuning Weight update in LoRA

LoRA matrices A and B
approximate the weight / \
update matrix AW +

Pretrained

weights IT'/ The inner dimension r
is a hyperparameter

Pretrained
weights




Hallucination

The model generates fake or fabricated information but is delivered confidently.
The generated content is not coherent to reality.

e Why
o  Training on Noisy/Biased/Inaccurate/Outdated Data
o  Training Objectives
m Modern ML is more like a Pattern Recognition/probabilistic model.
m It’s not based on reasoning and not interact with real-world
o  Context Length
m While training, the sequence length of training samples is limited
m  While generating long content, the model tends to forget the past
e Solution
©  Prompt Engineering
o  Fine-Tuning
o Integrate with external data - RAG



Hallucination - RAG

RAG (Retriever-Augmented Generation)

Prompt

Query

2

E—

Query

Search Relevant ]

Information J

D EE—

Generated

Text

Response

Relevant
Information
for
Enhanced
Context

Y

i

Prompt
+

4 ) Query

+
Enhanced
Context

-~
>

Large Language Model EndPoint

Knowledge
Sources



LILM & FM on Music




LLM on Music

LLark

CLAP

MERT

MusicGen

MT?3

Foundation Model Survey




LLark (from Spotity

Raw Audio Xa

Audio
$ Encoder

(frozen)

Language Instruction Xq

What are the key and
tempo of this song?

Describe the provided
audio in detail.

Embeddings

Audio

]

Projection
(trained)

o
(-
(n

]

Text

Embeddings

How does this composition show typical
characteristics of the Baroque era?

| HN
[l
o —
LB

Language
Model
(Pretrained
and
fine-tuned)

Response R

This song is in the key of F minor. The
tempo is 121.6 beats per minute (BPM).

As | listen to the music clip, | hear a string quartet playing in a
lively and energetic manner. The piece begins with the violin
playing a rapid and virtuosic melody in the higher registers. The
notes played include F6, A#6, C7, and F5, creating an engaging
and spirited opening theme. [...] The interplay between the violin,
cello, and viola creates a rich and dynamic sound. [...]

\ 4

This composition is representative of the Baroque era in several
ways. First, the use of counterpoint, a hallmark of Baroque music,
is evident in the interplay between the violin and cello. [...]
Second, the harmonic structure of the piece, with its use of major
and minor chords, reflects the tonal system that was prevalent
during the Baroque period. Finally, the fast tempo and the
intricate, ornamented melodic lines are typical of the energetic
and highly expressive music of the Baroque era.




CLAP (from LAION-AI

Audic Wavelortiis Text Data Zero-shot Audio Classification

match

Sentences Labels Audio X* —>»| Audio Encoder —>» Embeding E¢
v 1

T < 10-sec T > 10-sec

...-|I||""|||||I|II'" -Illlllll'l“"'|||||I"""MI""“ll"“'"" §- Keyword-to-Sentence ¢ t 5 ¢
= 2 Augmentation {Cl, ey CM} {X goeey X]W} Text Encoder {E yeeey E]\/I}
B ) El sses Embedi
I {,..,.",..‘, ..,|,l e {.,"m...”... 1 iﬁ‘,"{ & S Classes Prompt Texts mbedings

Mel-FilterBank 3 X0sec 10860 : ; : :
f Supervised Audio Classification

. ] L Class Prob.
Audio X* —>» Audio Encoder |—> |Projection Layers|—> Vector (1,C)

Text Encoder

)

Conv2D Conv2D + Attention Feature Fusion i L ~
Finetune

‘ t pt opt t
Et B} E} ... B

a
Ej 1

v a
E5 1

Audio Encoder | ————— | g ;

CLIPScore(I, C) = maxz(100 * cos(Er, Ec),0)




Contrastive Learning

image_encoder ResNet or Vision Transformer
text_encoder - CBOW or Text Transformer

I[n, h, w, c] - minibatch of aligned images

1 o Y - minibatch of aligned texts
W_i[d_i, d_e] - learned proj of image to embed
W_t[d_t, d_e] - learned proj of text to embed
t - learned temperature parameter

groid(labels * logits)) / n

d_
d_

H B H R HH R

xtract feature representations of each modality
image_encoder(I) #[n, d_i]
text_encoder(T) #[n, d_t]

—  H

e
I
&

joint multimodal embedding [n, d_e]
12_normalize(np.dot(I_f, W_i), axis=1)
12_normalize(np.dot(T_f, W_t), axis=1)

—
I

#
L
|

® O

# scaled pairwise cosine similarities [m, n]
logits = np.dot(I_e, T_e.T) * np.exp(t)

# symmetric loss function

labels = np.arange(n)

loss_i = cross_entropy_loss(logits, labels, axis=0)
loss_t = cross_entropy_loss(logits, labels, axis=1)
loss = (loss_i + loss_t)/2




MERT (from LATON-AI

Acoustic [VQ(xz)] [VQ(rcs)] {[CQT(ZQ)] [CQT(%)J} Musical

Teacher Teacher
X a
Acoustic
MLM MLM
% 4 Audio Waveform
Contextual T T2 T3 Iy
Representation ENNHERRESIIES 6 E ¢ b B  Am
m 7 7
| |
Transformer [ ]
Encoder
: ; ) N D N

1D Convolution
Feature Extractor

Masked Audio
Features D C]

Figure 1: Illustration of the MERT Pre-training Framework.




MusicGen (from Meta

Flattening Pattern Parallel Pattern

2 2
g k, oflollo . olloffoflt]l..[[o]l offo . 8 k, . O]t ([t | I | ... ..
o} o}
§ k; |00 . offoflofft]lofl ..|[o]lo . 0 '~§ ks . O S | | A | S | ..
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S S 83 84 S5 S¢ S7 Sg S S45.3S4n2 San-1 S4n S1 S 53 84 S5 S¢ S Su1 Sy

Sequence steps Sequence steps
Coarse First Pattern Delay Pattern

< 2
g kg [o|lo|lo|l..[lo]flo . ol [t (] ... .. g kg, [o]lo]lo . Bl t || ... ||t |
S S
g ks [offoffo]l|l© 0 . || ts ] - .. "§ k; 0 0 - Lol || ta |l . | tha|lthe
'§ ky, |offo][o]..[of|lo . t (| ta]] .. .. '§ kK, |o . SNl t ||t (IS | ... |(EERE .
S s
g Kk . t |t || .. .. ofloflo]||l..][of o g k; . Ltttk - ..
R R
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MT3 (from Google)

MAESTRO
%w.‘

Cerberus4

e

[GuitarSet ‘

MusicNet

lgoanll

( Slakh2100

g

Idea: audio + prompt (instrument) -> corresponding score (midi, tab)



Transformer

Output
Probabilities

[ Softmax ]
[ Linear |

Add & Norm
Feed
Forward
[} J
(—H Add & Norm
~—{_Add & Norm ) -
Multi-Head Attention Multi-Head
Feed Attention
Forward ) Nx
N
N —L Add &.Norm
—{_Add & Norm } Masked
Multi-Head Multi-Head
Scaled Dot-Product h Attention Attention
Attention
: L - L -
. —_— J . ‘_JJ
Positional o) @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

Docoder Only: Masking Policy

img1l

img2

Image

img3

[bos]

inpl

Prefix

inp2

[sep]

outl

out2

[eos]

Suffix/Target

[pad]




Perplexity

Transformer

Positional Embedding
e Absolute
e Relative (pairwise)
e Rope = Abs + Rel
e Alibi =

Rope + Extrapolatio

Baseline
7

ft:te{q,k,v}(whi) = Wt:te{q,k,v}(mi +pz)7 {pi72t

Di2t+1

Absolute

absolute
for pair-wise

= sin(k/100002¢/4)
= cos(k/100002¢/4)

Tl = W g,
fr(@n,n) := Wi(z, £ D7)
fo(@®n,n) := Wy(x, + D;)

trainable

Relative

(ex: Vanilla Transformer)
(ex: Transformer-XL)

for pair-wise and absolute (ex: LLama, ChatGLM)

for context extending

§ 0:0; Prettrained range
Training -
context o
Iength i 0 Normal
\ Context length extension 10
mechanisms .
/// §°° Prettrained range

Inference Context Length

Position Interpolation
f'(x, m) = f(x, m/2)

2048

4096

Position

Extrapolation 4096




Foundation Model Survey (latest

Link - arxiv.2408

tonality and harmony: chord and key detection . .
selody extraction entertainment industry

pitch detection, automatic music transcription

B Text

rhythm: onset detection, beat tracking, metre estimation, tempo estimation

audio-score alignment, score following

music source separation music Copyrlght

musical instrument identification

il Waveform

playing technique detection

e MIDI

music tagging, music captioning

genre recognition music education

singing transcription

emotion/mood recognition

=J Music score

cover song detection

text-music information retrieval music therapy

optical music recognition

-music source localisation in visual contexts

Image

melody harmonisation

generation condition on chord progression popu|ar culture & social cohesion

text-to-music

singing accompaniment

@ Other auxiliary data

music continuation

singing voice synthesis

music heritage protection

singing voice editing

Input data for pre-training Foundation Models Adapted Music Task Social Impact



https://www.arxiv.org/pdf/2408.14340

Design Multi-Modality Mel

SonyCSL



Q: Designing Multi-Modal Models Combining Audio and Symbolic Representations

Goal : Propose a framework for a generative model that simultaneously learns from
both audio and symbolic representations of music to improve generation quality.

A: Similar to my work - MusicConGen (ISIMIR'2024)

What are the qualities we want to improve with symbolic data?

e Controllability



What is the Symbolic Description?

Human understand music with notations and the
conceptualized informations.:

BPM
Meter
Lead Sheet
o Key
o  Chord
o Melody
Arrangement

Structure

MIDI
Sheet Music

o  Staff and Tablature
Genre

Description (Autotagging)

Metrics for Evaluation

MIR eval Toolkit
e F-measure for BPM and Meter

e Chords
FAD for audio quality

Combination of Different Dataset



Method I:

e Conditional Generation, with decoder only (GPT-like) transformer
® T5 Prefix-LM Mechanism
o Condition: Lead Sheet (L)

o Generation:

Acoustic Token (A) - can be generalized to multi-track

Segment | Segment |l
L A LS P
efo] - [° EE
I e e e e e e e e e e e e e e e [
Train Phase | Next-Token Prediction :
v/ | \ J {4 | [ | (| | | | | | 1
T~ T- """ I IR S e I A I A R w1 T
Infer Phase |  Given o 2 LD . Given ' Next-Token Generation :
|

T Generation I I

SO3




Method lI:
Hierarchical LLM

MusicLM: Generating Music From Text

[[ MuLantokens M4 | Semantic tokens § :gz:‘cl’it’:; Acoustic tokens A ]J

[

Semantic

A
MuLan tokens M modeling

Semantic tokens '

)

OGN ( MuLan (Audio)

cmeans |

w2v-BERT

SoundStream

Target Audio m

Lead sheet -> Multi-track MIDI

[[Mr] s )} 2
| G—(3)

SoundStream

=

o

Generated audio

“Hip hop song with
violin solo”



Method IlI:

e Replacement of Positional/Sentence Embedding

Output
6 finetune Next token prediction

o wmm | E|EHEEE
® \ 5

frame-wise addition

Output Proj.
?

[ self-attention block #N ]
[ self-attention block #2 ]

L O )
( self-attention block #1 ’

DﬁDDﬁD OO0 OO0 em+=
T Care ® ® ® ®@ ® @
I 00800
e %hr?,}fl R'ﬁﬁ'j‘,'“‘ [ Audio token Embedding  Wan

[
Text Chord Rhythm X
rug
Beat

S .
esctipion  CROMAGRAM, 3o © ¥ ot Input

Delay-patterned audio token

(a) MusiConGen model structure

DO0000| onoEoD

self-attention layer #4
|

self-attention layer #3

self-attention layer #2

OOodood | O

self-attention layer #1

¢

D@DD@D

oo

N
@ @
OO

Kemb

alnln
T =
® ® ®
[]afs

(b) self-attention block



Dataset Building

e Pipeline from my work - MusicConGen (ISMIR'24)

Paraphrase Auto-Tagging

Title

Essentia [2]

Chatgpt [1] Description

Audio ( e
(Backing Track) » L Description b, Source Separation
( Wavef \ Chord Recognition
aveform

Chord BTC [4]

Harmony

Chord

) l Transformer[5]
Skillset: . . [ Vocal } [ Other
- Knowing the Best practice
; - . Madmom [6]
O'F MUS'C Englneerlng > 30K songs in-house Actually

Bar/Beat
i Madmom [7]
‘f‘.g‘f-‘ff?’ (Pytorch)

Beat/Downbeat Tracking



https://arxiv.org/pdf/2407.15060v1

Dataset Building Skillset:

- Web Crawling, Data Cleaning
- Musicology

Highlights of My Inhouse Collection:

1. Data from Guitar Gaming Community 2. Lead Sheet from theorytab (108 stars)
- Aligned audio and tab i -
- Finger position ! o - - s
- Chord label o 2H
i TE | | |
- Over 1K songs L il | el |
- Multi-track guitar ! v IV villv 1|V villv 1|V viiv I [V v
- Tab Generation i E B cfm7ama7 E B cém7 ama7 E B cim?7 E B cm7

- Transcription

- Over 30k songs
- Our backbone dataset of text2music model

"‘_.;.-'.__' N_AN_ &

.__' *'a'f*--‘w N ®
ST 0 I 3 B S P S

T I s D~ P B B - Description
Mo O T @ T [ [ el
3. Backing Tracks s P N 10 B 09 = I - Key
: g ® o= O O - BPM

- Chord Progression
- High Quality after Curation (TODO)

-> Excellent Resources for any task!

__________________________________________________

P>l ) 515/955 - AMinorBlues Scale + LIVEGAGED C... > (i

Hot Funkadelic Groove | Funky Guitar Jam Track (A Minor 78 BPM)



https://github.com/wayne391/lead-sheet-dataset?tab=readme-ov-file

