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7-min Research Introduction 



My Music Research Overview

Symbolic
Domain

Score Midi
Track
AudioTrack
AudioTrack
Audio

Audio
Audio

Audio
DomainPerformance Synthesis

Symbolization Transcription Source 
Separation

Auto-Mixing Auto-Mastering

Flow of Music Generative Process

Flow of Music Information Retrieval Process

● I have a comprehensive experience with the entire Music Research pipeline.
● I have strong knowledge of modern music production industry.
● I have cross-domain (score, text and audio) modeling experience.
● In what following, I will prove my skill by publications and github repos



My Music Research Overview
Flow of Music Information Retrieval Process

Symbolic
Domain Score Midi

Track
AudioTrack
AudioTrack
Audio

Symbolization [1]
(beat, structure)

Transcription [2] Separation [3]

Audio
Audio

Domain

(ISMIR’22, 2nd author)  Transcription of Polyphonic Electric Guitar Music [2]

(Eusipco’21, 3rd author) Beat and Downbeat Tracking Enhanced with Source Separation [1]

(MMSP’20, 2nd author) Blind Violin/Piano Source Separation with Mixing-specific Data Augmentation [3]

● MidiToolkit [1]      (227 stars) - Popular and Fundamental Tool for MIDI Processing
                                                     - Conversion between absolute & symbolic timing

● SF Segmenter [1]  (52 stars)   - Structure Analysis with Structural Feature

https://arxiv.org/abs/2202.09907
https://arxiv.org/abs/2106.08703.
https://arxiv.org/abs/2008.02480.
https://github.com/YatingMusic/miditoolkit
https://github.com/wayne391/sf_segmenter


My Music Research Overview

Symbolic
Domain Score

Text Midi
Track
AudioTrack
AudioTrack
Audio

Performance [1] Synthesis [2] Mixing / Mastering [3]

Audio
Audio

Domain

Flow of Music Generative Process

(ISMIR’24, 2nd author)   MusiConGen - Text-to-Music Audio Generation with Chord and BPM Control [1,2,3]

(DAFX’24, 2nd author)   Hyper RNN for AFx Modeling         [3]  [3]  

(ISMIR’22, co-1st author) DDSP-based Singing Vocoders - Differentiable DSP Singing Vocoder [2]

(AAAI’21, 1st author)       Compound word transformer - Symbolic Music Generation for piano [1,2]

(ISMIR’21,  3nd author)   Guitar Tabs by Transformers and Groove Modeling [1,2]

(AAAI’18, co-1st author)   Musegan - Symbolic Music Generation               [1]  

Oral

Oral

https://arxiv.org/html/2407.15060v1
https://arxiv.org/pdf/2408.04829
https://arxiv.org/abs/2208.04756
https://arxiv.org/abs/2101.02402
https://arxiv.org/pdf/2008.01431
https://arxiv.org/abs/1709.06298


Production
教我如何做你的愛人  - 陳珊妮AI模型  
Collaboration with a Popular Chinese Singer

Yating Music - Song Creation Platform

AI Singer + AI Song Maker

https://www.youtube.com/watch?v=nWTuZIRU80A
https://studio.yating.tw/music/song-creation


Production - Backend
Inhouse Mixing Backend, Based on JUCE C++ Plugin Host 
(C++ platform)

● OpenSource:
○  ReaRender (94 stars)

Multi-track Mixing
Data Augmentation
C++ -> High Performance

https://github.com/YatingMusic/ReaRender


Dataset Building

1. Data from Guitar Gaming Community

3. Backing Tracks

2. Lead Sheet from theorytab (108 stars)

Skillset: 
- Web Crawling, Data Cleaning
- Musicology

Highlights of My Inhouse Collection:

- Aligned audio and tab
- Finger position
- Chord label
- Over 1K songs
- Multi-track guitar
- Tab Generation
- Transcription

- Over 30k songs
- Our backbone dataset of text2music model
- Description
- Key
- BPM
- Chord Progression
- High Quality after Curation (TODO)

-> Excellent Resources for any task!

https://github.com/wayne391/lead-sheet-dataset?tab=readme-ov-file


Dataset Building 
● Pipeline from my work - MusicConGen (ISMIR’24) 

Audio
(Backing Track)

Description

Bar/Beat

Title

Description

Waveform

Chatgpt [1]

Chord

Demucs [3]

Vocal Other

Harmony 
Transformer[5]

Chord BTC [4]

Paraphrase

Chord Recognition

Madmom [6]

Madmom [7]
(Pytorch)

Beat/Downbeat Tracking

> 30K songs in-house Actually

Essentia [2]

Auto-Tagging

Source Separation

Skillset: 
- Knowing the Best practice 

of Music Engineering

https://arxiv.org/pdf/2407.15060v1


Side Projects 
Audio Effect Emulation with AI
& Make EQ/Distortion Plugin with JUCE

● TorchLite Demo   (5 stars)
● Similar Product: 

○ Neural DSP, Positive Grid, …

My 3D Modeling Artwork :D

TS-808 Pedal Real-time Emulation

Mixing Gear (vacuum tube) Emulation

Skillset: 
- Train DSP-inspired NN Models
- Deploy with C++ (Libtorch + Eigen)

(DAFX’24, 2nd author)   Hyper RNN for AFx Modeling 

https://github.com/wayne391/torch-juce-demo
https://neuraldsp.com/
https://www.positivegrid.com/
https://arxiv.org/pdf/2408.04829


Visibility

Product Promotion -
Campus Workshop @NYCU

Build Open-source Ecosystem of 
Our Company

https://www.slideshare.net/ssusered0430/20230927aimusicnctupdf#3


Audio To Symbolic Domain
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Music Information Retrieval (MIR)



Audio to Symbolic Domain
What is the Symbolic Domain in Music?
Human understand music with notations and the 
conceptualized informations.:

● BPM
● Meter
● Lead Sheet

○ Key
○ Chord
○ Melody

● Arrangement
● Structure
● MIDI
● Sheet Music

○ Staff and Tablature
● Genre
● Description (Autotagging)

Why?
1. For GenAI: Understand then can control
2. Recommendation System
3. Human readable format (Transcription)

What are the Models to extract theses infos?

Result

MusicConGen 
(ISMIR’24)

https://arxiv.org/pdf/2407.15060v1


Audio to Symbolic Domain - Example I 
● MusicConGen (ISMIR’24) - Data preprocessing Pipeline

Audio
(Backing Track)

Description

Bar/Beat

Title

Description

Waveform

Chatgpt [1]

Chord

Demucs [3]

Vocal Other

Harmony 
Transformer[5]

Chord BTC [4]

Paraphrase

Chord Recognition

Madmom [6]

Madmom [7]
(Pytorch)

Beat/Downbeat Tracking

Therefore, we have the pair (Non-Vocal Audio, Text, Chord, Beat/Downbeat) as the training data

> 30K songs in-house Actually

Essentia [2]

Auto-Tagging

Source Separation

https://arxiv.org/pdf/2407.15060v1


Audio to Symbolic Domain - Example I 
References:

[1]  ChatGPT API

[2] MTG/essentia

[3] facebookresearch/demucs

[4] jayg996/BTC-ISMIR19

[5] Tsung-Ping/Harmony-Transformer-v2

[6] CPJKU/madmom

[7] ben-hayes/beat-tracking-tcn

Sample File: 

https://platform.openai.com/docs/api-reference/chat
https://github.com/MTG/essentia
https://github.com/facebookresearch/demucs
https://github.com/jayg996/BTC-ISMIR19
https://github.com/Tsung-Ping/Harmony-Transformer-v2
https://github.com/CPJKU/madmom
https://github.com/ben-hayes/beat-tracking-tcn


Audio to Symbolic Domain - Example II
1. Goal: {Piano MIDI,  Lead Sheet} x {Transcription, Generation}

a. Compound Word Transformer (AAAI’21) [1]
b. REMI (ACMM MM’20) [2]

Audio
(Piano Music)

Data Processing Pipeline

MIDI
(Abs. Timing)

Melody

Chord

MIDI
(Symb. Timing)

Onsets&Frames [3]

ByteDance [4]

MT3 [5]

Madmom [7] Skyline [8]

Chord Recog. [9] (MIDI Domain)

(with pedal)

MidiToolkit [6]

https://arxiv.org/pdf/2101.02402
https://github.com/YatingMusic/remi


Seconds

Audio to Symbolic Domain - Example II

MIDI Domain Chord Recognition

After Piano Transcription

Beats Symbolization (Beat Tracking)

BPM

MIDI

Explain: Timing Symbolization with Miditoolkit [6] and Madmom [7]

MIDI Chord Recognition Toolkit: Choder (91 starts)
developed by me and our former intern

https://github.com/joshuachang2311/chorder


Audio to Symbolic Domain - Example II 

References:

[1]  YatingMusic/compound-word-transformer

[2] YatingMusic/remi

[3] jongwook/onsets-and-frames

[4] bytedance/piano_transcription

[5] magenta/mt3

[6] YatingMusic/miditoolkit

[7] CPJKU/madmom

[8] MIDI-BERT/tree/CP/melody_extraction/skyline

[9] joshuachang2311/chorder

https://github.com/YatingMusic/compound-word-transformer
https://github.com/YatingMusic/remi
https://github.com/jongwook/onsets-and-frames
https://github.com/bytedance/piano_transcription
https://github.com/magenta/mt3
https://github.com/YatingMusic/miditoolkit
https://github.com/CPJKU/madmom
https://github.com/wazenmai/MIDI-BERT/tree/CP/melody_extraction/skyline
https://github.com/joshuachang2311/chorder


Audio to Symbolic Domain - Example III 
Goal: Lead Sheet Generation
● SheetSage on 20K in-house curated pop song

Chord is the key to our all service
● Chord               to Vocal Melody

● Chord + Melody to Piano MIDI

● Chord + Text      to Music

“Chord” can make individually 
generated tracks sound harmonic

● Sheetsage Problem
○ Extremely Slow

■ Jukebox Pretrained Feats

https://arxiv.org/pdf/2212.01884


Audio to Symbolic Domain - Example IV
Transcription - Transcribe Audio into MIDI

1. Onset and Frames (Onf)
       (by Curtis Hawthorne, ISMIR’17)
2. Sequence-to-Sequence Piano Transcription with Transformers 

      (by Curtis Hawthorne, ISMIR’21)
3. MT3: Multi-Task Multitrack Music Transcription

       (by Josh Gardner, ICLR’22)

       

OnF

Enc-Dec



Audio to Symbolic Domain - Example IV
Inspired by (1), (2) and (3)
We proposed a Novel Guitar Transcription Model (ICASSP’22)

       
OAF Enc-Dec

https://ss12f32v.github.io/Guitar-Transcription/


Audio to Symbolic Domain - Example IV
… and a new Guitar Dataset - EGDB

DI (Direct Input)
Clean Signal

● The DI (input signal) is recorded 
by musician

○ Given a Tab
○ Sight Reading Performance

■ w/ a special pickup
○ Post-processing
○ Human Curation
○ Rendered by JUCE

■ w/ different tones

● We have (tab, DI, color) pairs
○ Audio of individual string

Colored Singal

Guitar Rig Plugin

https://drive.google.com/drive/folders/1h9DrB4dk4QstgjNaHh7lL7IMeKdYw82_


Audio to Symbolic Domain - Example IV
Current Plan on Guitar, a Larger Dataset

Our Vision:
- Aligned audio and tab
- Tab, not only MIDI (Position & Fingering)
- Chord label
- Over 1K songs
- Multi-track guitar
- Transcription



Audio to Symbolic Domain - Example V
Structure = Boundary + Section Labeling 
● MSAF Toolkit, by Oriol Nieto, ISMIR’16
● Unsupervised Music Structure Annotation w/ Structure Features (SF)

○ Joan Serrà, AAAI’16, IEEE MM’17
●  SF Segmenter (by me, 52 stars), works on MIDI & Audio

https://github.com/urinieto/msaf
https://github.com/wayne391/sf_segmenter


Audio to Symbolic Domain - Example VI

● LLark (from spotify) ● MERT

● Not enough resources (especially GPU) in my current company : (
● But… Rethinking the necessity?
● If there are enough resources, I can do scaling with my expertise : )



Audio to Symbolic Domain
Quick Review of My MIR Tech Stack
● BPM
● Meter
● Lead Sheet

○ Key
○ Chord
○ Melody

● Arrangement
● Structure
● MIDI
● Sheet Music

○ Staff and Tablature
● Genre
● Description

Baseline of All - Essentia from MTG, an old but fast universal Auto-Tagging model

Madmom

SheetSage

Chord BTC

Transcription Onf/MT3/…

ChatGPT

MSAF

Demucs

Skyline

Essentia

Crepe

https://github.com/MTG/essentia


Symbolic To Audio Domain
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Generative AI Music



Symbolic to Audio to Domain - Example I
Goal: Generate Piano MIDI (Symbolic Domain Generation)

a. Compound Word Transformer (AAAI’21) [1] | DEMO
b. REMI (ACM MM’20) [2]

 

MIDI Note = Pitch + Duration + Velocity
MIDI Meta Events: BPM, Time Signature, …

https://arxiv.org/pdf/2101.02402
https://ailabs.tw/human-interaction/compound-word-transformer-generate-pop-piano-music-of-full-song-length/
https://github.com/YatingMusic/remi


Symbolic to Audio to Domain - Example I
Conditional Generation, with decoder only (GPT-like) transformer
● Condition: Lead Sheet (L)
● Generation: Piano MIDI (P) - can be generalized to multi-track
● T5 Prefix-LM Mechanism

LS P LS P

Bar 0 Bar 1

B
ar

LS P B
ar... ... ... ...

LS

...

P

Train Phase

Infer Phase

Next-Token Prediction

Given Next-Token 
Generation Given Next-Token Generation

E
O

S... ... ...

... ... ...



Symbolic to Audio to Domain - Example I
● Design Principle

○ Token Length (Tokenization)
■ Length Compression

○ Memory Complexity of Transformers
■ O(N2), N is seq len
■ Transformer-XL 
■ Linear Transformer

○ Sampling Policy
■ beam-search
■ Top-k, w/ temp
■ Top-p

CP Transformer

Music Gen

Tokenization
(Audio/Midi)

AR-
Transformers Sampling



Symbolic to Audio to Domain - Example II
Singing Voice Synthesis = FastSpeech2 (modified) + Singing Vocoder

Original FastSpeech2
Modified FastSpeech2 for Singing
Given: Duration/Pitch/Velocity(Energe)

Singing
Vocoder



Symbolic to Audio to Domain - Example II

DDSP Singing Vocoder (ISMIR’22) 

● DEMO
● NN-based Vocoder: slow
● No source signal input: 

○ glitch in long utterance

https://ddspvocoder.github.io/ismir-demo/


Symbolic to Audio to Domain - Example III
Neural Audio Effect Modeling 
(My 110 pages Survey)

Midi AudioInstrument

● Format: VSTi
● Application

○ Sampler
○ Sample library
○ Synthesizer
○ Wavetable
○ ...

AFx

● Format: VST
● Application

○ Equalizer (EQ)
○ Distortion
○ Reverberation
○ Compressor/Limiter
○ …

Audio

M Channel N Channel

y = f(x, ct, cg)
x: input signal, M channel
y: output signal, N channel
cg: gloabl condition
ct: local condition

https://docs.google.com/presentation/d/1xjpCD9qytxIyE_IgVYjBIt0UnceHlJIgJGs0ndvPHYY/edit?usp=sharing


Symbolic to Audio to Domain - Example III
Neural Audio Effect Modeling -  DAFX’24 Oral
● Improve Quality and Solve DC Bias Issue

RNNLinear

condition
input

output

RNNMLP

input

output

RNN

condition | input

output

Concat FiLM [1] HyperNetwork< <

condition

[1] Efficient neural networks for real-time modeling of analog dynamic range compression (AES’22)

https://arxiv.org/pdf/2408.04829


Symbolic to Audio to Domain - Example IV
Text2Music with Temporal Controllation - MusicConGen (ISMIR’24)

- Fine-tune MusicGen (w/ melody) to control tempo & chord 

https://arxiv.org/pdf/2407.15060v1


Symbolic to Audio to Domain - Example IV

● MusicGen [1] =
○ RVQ [2] +
○ Flash-Attn [3]

● MusicConGen = 
○ Module Reuse
○ Fine-tuning

● Fine-tune on
○ Single RTX3090 
○ Inhouse Data



● DEMO

[1]  Simple and Controllable Music Generation (Neurips’23)
[2] High-Fidelity Audio Compression with Improved RVQGAN (Neurips’23)
[3] FlashAttention 

https://musicongen.github.io/musicongen_demo/
https://github.com/Dao-AILab/flash-attention


Thank you



My Paper Reading Notes



LLM & FM
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Large Language Model (LLM) and 
Foundation Model (FM)



LLM & FM - Definition
● What is Language Model (LM)?

● What is Large Language Model (LLM)?
○ It’s LM trained on large corpus with large amount of parameters (Billion/Trillion).
○ ChaptGPT, LLama

● What is Foundation Model (FM)?
○ It’s a broader concept including LLMs
○ Multimodal data, including images, audio, video, and text. 
○ In a Paradigm like {Petrained, Fine-Tuning}
○ GPT, CLIP, CLAP, BERT



LLM & FM - Examples
Three families:
● BERT-like (Transformer Encoder)
● GPT-like (Transformer Decoder)
● CLIP-like (Contrastive Learning)

Two Topics:
● How to Fine-Tuning?
● Hallucination



BERT-like
● Training Goals

○ Masked Language Modeling (MLM). 
○ Next Sentence Prediction (NSP).

● Applications

○ Feats for Downstream task 

● Difficulties for other domain
○ Transformers work on discrete tokens
○ How to discretize continuous feats?

■ Spectrogram, Imagem …



BERT-like
● Backbone Model - Transformer Encoder

○ No causal mask 
■ Bidirectional
■ Non-autoregressive model



BERT-like
● Difficulties for other domain

○ Transformers work on discrete tokens
○ How to discretize continuous feats?

■ Spectrogram, Image, …

● Examples on Audio
○ Wav2Vec, HuBERT, Best RQ.
○ How to discretize audio waveform?

■ Hubert: K-means Clustering
■ Best RQ: Vector Quantizer 

https://arxiv.org/pdf/2106.07447
https://arxiv.org/pdf/2202.01855


BERT-like
● Discretization and Quantization

○ VQVAE (for image)



BERT-like
● Improved Version - RVQ

○ SoundStream (from google)
○ Encodec (from Meta)



GPT-like
● Training Goals

○ Next Token Prediction
● Backbone Model:

○ Transformer Decoder
○ Training

■ Causal Masked 
○ Inference

■ Auto-regressive
■ Sampling

● Applications
○ “LMs are Few-Shot Learners”
○ Prompt Interaction



CLIP-like
CLAP: Image x Text



CLIP-like
CLAP: Audio x Audio



How to Fine-tuning
● Supervised Fine-Tuning (SFT)

○ Use small and clean high quality data
○ Freeze part of trainable models, small learning rate
○ Cons: Gradient Update required

● Reinforcement Learning with Human Feedback (RLHF)
○ Similar to SFT, different rewarding policy
○ Cons: human annotation -> resource-intensive

● Prompt Engineering
○ Zero-shot, One-shot, Few-shot
○ Pros: no Gradient update



How to Fine-tuning
● Adapter Layers (LLaMA-Adapte)



How to Fine-tuning
● LoRA



Hallucination
The model generates fake or fabricated information but is delivered confidently. 
The generated content is not coherent to reality.

● Why
○ Training on Noisy/Biased/Inaccurate/Outdated Data
○ Training Objectives

■ Modern ML is more like a Pattern Recognition/probabilistic model. 
■ It’s not based on reasoning and not interact with real-world

○ Context Length
■ While training, the sequence length of training samples is limited
■ While generating long content, the model tends to forget the past

● Solution
○ Prompt Engineering
○ Fine-Tuning
○ Integrate with external data - RAG



Hallucination - RAG
RAG (Retriever-Augmented Generation)



LLM & FM on Music
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LLM on Music
● LLark
● CLAP
● MERT
● MusicGen
● MT3
● Foundation Model Survey



LLark (from Spotify)



CLAP (from LAION-AI)



Contrastive Learning



MERT (from LAION-AI)



MusicGen (from Meta)



MT3 (from Google)

Idea: audio + prompt (instrument) -> corresponding score (midi, tab)



Transformer

Docoder Only: Masking Policy



Transformer
Positional Embedding

● Absolute                                    absolute                           (ex: Vanilla Transformer)                                                  
● Relative (pairwise)                      for pair-wise                     (ex: Transformer-XL)
● Rope = Abs + Rel                    　for pair-wise and absolute  (ex: LLama, ChatGLM) 
● Alibi = Rope + Extrapolatio  　    for context extending

trainable

Absolute

Relative



Foundation Model Survey (latest)

Link - arxiv.2408

https://www.arxiv.org/pdf/2408.14340


Design Multi-Modality Model

Q

SonyCSL



Q: Designing Multi-Modal Models Combining Audio and Symbolic Representations

Goal : Propose a framework for a generative model that simultaneously learns from 
both audio and symbolic representations of music to improve generation quality.

A: Similar to my work - MusicConGen (ISIMIR’2024)

What are the qualities we want to improve with symbolic data?

● Controllability



What is the Symbolic Description?
Human understand music with notations and the 
conceptualized informations.:

● BPM
● Meter
● Lead Sheet

○ Key
○ Chord
○ Melody

● Arrangement
● Structure
● MIDI
● Sheet Music

○ Staff and Tablature
● Genre
● Description (Autotagging)

Metrics for Evaluation
MIR eval Toolkit

● F-measure for BPM and Meter
● Chords
● FAD for audio quality

Combination of Different Dataset



Method I: 
● Conditional Generation, with decoder only (GPT-like) transformer
● T5 Prefix-LM Mechanism

○ Condition: Lead Sheet (L)
○ Generation: Acoustic Token (A) - can be generalized to multi-track

L A LS P

B
ar

LS P B
ar... ... ... ...

LS

...

P

Train Phase

Infer Phase

Next-Token Prediction

Given Next-Token 
Generation Given Next-Token Generation

E
O

S... ... ...

... ... ...

Segment I Segment II



Method II: 
Hierarchical LLM

Lead sheet -> Multi-track MIDI



Method III: 
● Replacement of Positional/Sentence Embedding



Dataset Building 
● Pipeline from my work - MusicConGen (ISMIR’24) 

Audio
(Backing Track)

Description

Bar/Beat

Title

Description

Waveform

Chatgpt [1]

Chord

Demucs [3]

Vocal Other

Harmony 
Transformer[5]

Chord BTC [4]

Paraphrase

Chord Recognition

Madmom [6]

Madmom [7]
(Pytorch)

Beat/Downbeat Tracking

> 30K songs in-house Actually

Essentia [2]

Auto-Tagging

Source Separation

Skillset: 
- Knowing the Best practice 

of Music Engineering

https://arxiv.org/pdf/2407.15060v1


Dataset Building

1. Data from Guitar Gaming Community

3. Backing Tracks

2. Lead Sheet from theorytab (108 stars)

Skillset: 
- Web Crawling, Data Cleaning
- Musicology

Highlights of My Inhouse Collection:

- Aligned audio and tab
- Finger position
- Chord label
- Over 1K songs
- Multi-track guitar
- Tab Generation
- Transcription

- Over 30k songs
- Our backbone dataset of text2music model
- Description
- Key
- BPM
- Chord Progression
- High Quality after Curation (TODO)

-> Excellent Resources for any task!

https://github.com/wayne391/lead-sheet-dataset?tab=readme-ov-file

